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Abstract 

 

Antennas are key components in a radar development, for they are instrumental 

is determining the clutter levels and the resolution of the data collected in polar 

expeditions. A high degree of accuracy can be achieved only through sensors 

which have high gain and sharp beamwidths.  When antenna arrays are 

developed to match these requirements, the occurrence of grating lobes in the 

beampattern nullifies the advantages gained through arraying. In this thesis we 

analyze the use of subarray rotation techniques to effectively suppress the 

grating lobes that develop during arraying, thereby achieving sharp beamwidths 

and hence fine resolutions. The frequency of operation is 550 to 650MHz. Data 

collected from various polar researches suggest that, the attenuation caused by 

radar sounding in dry snow regions is minimal in this frequency range. The aim 

of this project is to create a planar antenna array system with printed dipoles, 

with sharp beams that utilizes the advantages of low attenuation of the ice sheet 

dielectrics in the operating frequency, to aid in fine resolution radar mapping of 

the ice-bed interface. 
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CHAPTER 1 

INTRODUCTION 

1.1 Need for Polar Research 

Over the past few decades global warming has been increasingly regarded as 

the most critical issue the world has to face in the near future. The polar glaciers are 

considered as paramount indicators of the climatic changes due to global warming. 

The melting and shrinking of these icesheets influence the global climate and the 

ecology to a large extent.  

Sea ice and glaciers, form a protective, temperature regulating layer over the 

polar regions, by reflecting the solar energy and preventing the earth from getting 

hotter [9]. But with the increase in the emission of greenhouse gases, which has 

resulted in an effective increase in the atmospheric temperature, the polar ice sheets 

are rapidly getting depleted. The melting of sea ice has a severe consequences on the 

global climate. It removes the reflective insulation layer between the ocean and the 

hot atmosphere. So it effectively accelerates the progress of global warming. Figure 

1.1 shows the extent of severity of the situation. The ice caps in the Arctic regions 

have shrunk by 20% in a matter of 30 years [1]. 

The melt of the polar glaciers have a more serious impact. Apart from the loss 

of temperature regulation, the melt of the glaciers also cause a rise in sea levels. In the 
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last one hundred years the sea level has been estimated to have risen by 4 to 8 inches. 

The polar icesheets of Greenland and Antarctica are the reservoirs of 75% of the 

earth's fresh- 

 

Figure 1.1 The severity of global warming can be understood by observing the 
receding polar icecaps [37] 

water reserves [2]. This is a considerable amount of earth's water resources. It has 

been estimated that if these ice sheets melt off completely, it would result in a sea 

level rise of 70 meters (about 230 feet). Intergovernmental panel for Climatic 

Changes(IPCC) in a report in 2001 has projected a rise of 3-foot in the sea level rise 

by 2100 [1]. These projections rely on the global climatic change models developed 

based on the empirical data of temperature, greenhouse gas and sea level changes data 

collected each year around the world. But scientists at the Potsdam Institute for 

Climate Impact Research, Germany have concluded that the current sea level rise 

projections could be under-estimating the impact of human-induced climate change 
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on the world's oceans. By plotting global mean surface temperatures against sea level 

rise, the team found that levels could rise by 59% more than current forecasts. 

According to their model the projected sea level rise is 1.4m by 2100 [1]. 

 

Figure1.2 Future consequence of sea level rise on the US coast [3] 

This rise in sea levels can have disastrous consequences around the world. 

Large portions of population in places like the Maldives, Denmark, Norway, 

Bangladesh, Shangai and Lagos dwell in regions that lie less than 6 feet above sea 

level. According to projected models, all these places would be under water in the 

next century. According to US environmental Protection Agency, 22,400 square 

miles of the US coast lines would be inundated by this sea level rise [3].  This has 

been illustrated clearly in figure 1.2. 
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Understanding the global sea level changes is a difficult problem, as a number 

of complex mechanisms play a role. These include the thermal expansion of water 

through heat absorption, water entering the oceans from glaciers and ice sheets, and 

the increased ice flows after the degradation of the buttressing ice shelves. So this 

warrants a detailed study of the glaciers and ice sheets in Greenland and Antarctica.  

1.2 Need for Ice-Bed Imaging and Fine-Resolution Mapping of Internal Layers 

 The impact of the polar glaciers on sea levels could be understood to a greater 

extent by analyzing the net loss or gain of the ice sheets. The most important 

parameter used to analyze this mass balancing phenomenon is the accumulation rate 

of the ice sheets, which is defined by the difference in the mass of snow accumulated 

(accumulation) to the mass of snow lost (ablation) [4]. The snow that falls each year 

accounts for the accumulation of the ice sheets. This snow, after is falls on the 

glaciers gets compacted with time and pressure from further snow falls, to form ice 

layers in the glaciers.  The ablation is caused by ice melt, surface run-off, 

evaporation, wind removal and calving of icebergs. 

 The most common method used to measure the mass balance is measured by 

determining the annual snow accumulation and subtracting the annual loss due to 

surface run offs and iceberg calving. In other methods, the icesheet thickness and ice 

velocity observations are used to compare the ice flux along the perimeters of the ice 

sheet to the annual accumulation of snow. In other popular methods, the net change in 
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the ice volume is measured through frequent measurements through radar altimeters 

to determine the percentage loss or gain of the ice sheets. 

 Snow gets accumulated each year on the glaciers. Over the time, these inter 

annual snow precipitation refreezes to form dated layers in the ice sheet profiles. 

Apart from these refreeze layers, volcanic activities and ice-melts also contribute 

towards the formation of internal layers [5]. In order to monitor the accumulation 

rates, mapping of continuous profile of these dated layers is very critical. These 

internal layers are identified by their differences in density and conductivity, which 

alter the complex permittivity of the layers. These differences in the permittivity and 

the dielectric properties of the layers cause reflection of the electromagnetic waves at 

the boundaries of the layers, enabling the mapping of internal layers. With these data 

on the density and ice sheet thickness, it is possible to estimate the accumulation rate 

by analyzing the internal layer mapping [4]. 

 The topography and the condition of the ice-bed interface is another crucial 

factor that affects the mass balance of the glaciers. Accurate information about the 

ice-bed topography will enable us to understand the ice dynamics that influence the 

movement of the ice sheets. This topography information will be very vital for 

improving the accuracy of the global climate models.  
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1.3 Need for Fine Resolution Antennas 

 There a large amount of uncertainty associated with the estimation of the 

accumulation rates, which make it difficult to estimate the contribution of the polar 

glaciers to the sea level rise. The existing accumulation rate maps are more based on 

interpolation of the accumulation and internal layer data obtained from sparsely 

distributed ice cores and pits that are prone to about 20% error [8]. An accurate 

picture of the scenario can be obtained by scanning larger areas with the help of 

remote sensing technologies. 

 University of Kansas has been involved in active polar research for the last 

few decades. Several radar systems have been developed for studying the ice sheets, 

analyzing the bedrock conditions and mapping the internal layers. But a major issue 

that hampers the resolution of the radars is the clutter or unwanted reflections 

produced by the backscattering from the rough surface of the ice sheets.  Figure 1.3 

shows the generation of the clutter signals during a radar scan. This unwanted 

backscattering masks the reflected signals in the form of noise and reduces the 

accuracy with which an internal        .    
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Figure 1.3. Effect of fine resolution in reducing clutter from scattering. (a) wide beam 
antenna detecting a lot of clutter along with the reflected signal.  (b) Fine resolution antenna 

rejecting the clutter.[38] 

layer is detected [27]. In order to avoid this clutter and increase the resolution with 

which the layers are mapped, it is required that the antenna’s main lobe should be as 

sharp as possible, with adequate suppression in all other directions. 

 

1.4 Objectives 

 The objective of this thesis is to develop a high resolution antenna array that 

operates in the 550 to 650MHz range of frequencies. The requirement for this array is 

the capability to produce very sharp beams and very high rejection in the direction of 

clutters. An attempt to build such an array will result in a number of grating lobes or 
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secondary main lobes. The grating lobes largely hamper the measurement accuracy of 

the internal layers. A novel technique called subarray rotation has been used to 

suppress the grating lobes produced, during the process of generating the sharp main 

beam. A small prototype array that worked at 5GHz was built and tested to analyze 

the performance of the subarray rotation technique is suppressing the grating lobes. 

Later, the final antenna array was built to operate at 550 to 650MHz frequency range, 

which would be used to map the deep internal layers and the ice-bed interface in the 

polar icesheets. 

1.5 Organization of the Thesis 

 This thesis is divided into 5 chapters. The chapter 2 establishes the 

requirement of fine resolution mapping of ice-bed interface and the deep layers. It 

also discusses in detail about the dielectric properties of ice sheets and their effect on 

attenuation of the radio signals.     Chapter 3 discusses in detail working of the 

arraying and subarraying concepts which forms the basis for understanding the 

operation of the final array.  Chapter 4 deals with the design and development of the 

subarray antenna architecture. Chapter 5 analyzes the test results of the developed 

arrays and discusses future improvements on the array. 
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CHAPTER 2 

 

BACKGROUND 

 
 
2.1 History of Radar sounding of Ice Sheets 
 

 Ever since Hertz demonstrated the possibility of detection metallic objects by 

measuring radio reflections in 1886, radio remote sensing has grown by leaps and 

bounds. The potential of radars were understood when U.S Naval Research 

Laboratory, developed a radar ship detection system in 1922. Radars have now 

become an integral part in remote sensing for both civilian and military use.  

Radars have played a crucial role in polar ice sheet research, right from the 

time it was discovered in 1933, at Admiral Byrd’s base, Antarctica, that ice sheets 

were transparent to radio signals [9]. The early 1950s has seen a lot of activity in the 

use of radars to study ice sheets. In 1957 Amory Waite developed the Radar Echo 

Sounder (RES) to analyze the bottom of Ross Ice Shelf in Antarctica. It was found 

that the results from the RES closely matched with those taken from seismic and 

gravitational methods [15,7]. The biggest advantage that radars in general have over 

other methods of ice sheet data collection is its ability to obtain continuous 

measurements on ice thickness, internal layering and bedrock information.  

The success and advantages of the RES prompted a new era of radar 

development for polar research. Many research organizations across the globe 

resorted to radar development. The internal layers of ice sheets were mapped as early 
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by Bailey et al, as early as 1967. A summary of the major radar systems used for 

polar research is shown in Table 2.1. As seen from the table, a wide variety of 

operating frequencies have been used for sounding the ice sheets. Researchers have 

not been able to arrive at a frequency which is optimal for all polar research. Each 

frequency has its inherent advantages and disadvantages. For example, lower 

frequencies enable deeper penetration of radar signals. Whereas, higher frequencies 

produce are associated with better resolution, smaller compact antennas and more 

focused beams. Frequencies and power levels are chosen in accordance with the 

application that the radar is going to be used. 

The frequency and the power levels are not the only parameters that affect the 

radar’s performance. The kind of technology employed makes a huge difference in 

the final analysis. Most of the early surface based radars used were impulse radars 

[6]. These radars were low efficiency high resolution radars. These were mostly used 

to map near surface internal layers. The airborne radars are usually pulsed radars. 

These are generally high efficiency low resolution radars. As the field of remote 

sensing developed during the course of time, many new radar technologies got 

evolved. The ultra wideband radars, due to their short pulse durations, are capable of 

very high range resolution and multi path rejection. The FMCW radar provides better 

accuracy and object discrimination [4]. The airborne synthetic aperture radar 

technology takes advantage of the Doppler history of the radar echoes generated by 

the forward movement of the aircraft to synthesize a large antenna aperture, enabling 

extremely high azimuthal resolution. The Interferometric SAR processing also 
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enables the radar to resolve surface deformities in three dimensions. Hence each radar 

system is unique in its own respect and is designed to suit its specific purpose. 

Table 2.1: Brief History of Radar Sounding of Polar Glaciers (updated from Chua 1997) 
Year System Affiliation Center 

Frequency 
(MHz) 

TX Peak 
Power 
(Watts) 

RX 
Bandwidth 

(MHz) 
1947 SCR-718 ND 440 7 3 
1957 APN-1 ND 440   
1963 MARK I USAEL, USA 30 400 3 
1963 MARK I SPRI, UK 35 80 14 
1963 MARK II UAEL, USA 30   
1964 1M4 USSR 213   

1967-1976 RLS-60 ND, USSR 60 100-20K 1-35 
1969 ANARE ND, USA 100 5K 10 

1970-1976 TUD TUD 30 
60 

1.6K 
1K-10K 

14 
1-14 

1969-1970 MARK II SPRI, UK 35 800 14 
1969-1970 MARK III SPRI, UK 150 300 30 
1969-1970 MARK IV SPRI, UK 35 1500 14 

1970 ND ND, Norway 205 40 14 
1975 DENV DEC, Canada 620 3K 30 
1978 MARK I U of Iceland 2-5 8K 3 
1978 MARK II U of Iceland 2-10 8K 3 
1980 UBC UBC, Canada 840 4.1K 40 
1982 RV 17 ND, USSR 440 7 6 
1982 RLS 620 ND, USSR 620 820 15 
1988 CARDS RSL, USA 150 20 17 
1996 ICARDS RSL, USA 150 200 17 
1998 NG CORDS RSL, USA 150 500 17 
2004 Ultra wide 

Band Radar 
PRISM, USA 1250  2500 

2004 SAR PRISM, USA 150 
350 

  

2004 WBRDS PRISM, USA 700  200 
2006 MCRDS CReSIS, USA 150 800 20 

 

The Polar Radar Ice Sheet Measurement (PRISM) project at the University of 

Kansas has been a significant contributor towards research in microwave remote 
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sensing. The Coherent Antarctic Radar Depth Sounder (CARDS) was developed in 

1988 to study the bedrock conditions and the internal layering in the Antarctic ice 

sheets [6]. The Improved CARDS (ICARDS) was the next major radar developed 

1996 [7]. It was an upgrade to the CARDS to improve the sensitivity and optimize the 

radar response. Yearly field experiments at Greenland and Antarctica were 

undertaken, in order to improve our understanding of the system and enhance the 

accuracy of the data interpretation. The Next Generation CoRDS (NG-CoRDS) and 

the Advanced Depth Sounder (ADS) were further improvements of the ICARDS 

radar. 

The successful polar remote sensing research enabled the PRISM project to 

establish the Center for Remote Sensing of Ice Sheets (CReSIS), which is the 

National Science and Technology Center for polar Research [3]. Under CReSIS, 

extensive research is underway for development of SAR processing techniques.  In 

2004, exhaustive field experiments were done with the wideband SAR and the dual 

mode radar to study the basal conditions and topography at the Greenland Summit.  

In 2006 the Multi Channel Radar Depth Sounder (MCRDS) was developed to study 

the fast flowing outlet glaciers like the Jacobshavn glacier in Greenland [3]. 

 

2.2 Fine Resolution Mapping of Internal Layers and Ice-bed Interface 
 

Polar ice sheets can be broadly classified into three main zones: the dry snow 

zone, the wet snow zone and the percolation zone [17]. The dry snow zone is 

characterized by negligible melting, well-defined layers and smooth surfaces. The 
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density of the sheets start changing a lot in the percolation zone, where the melt water 

percolates into the firn and refreezes to form high density melt layers, resulting in 

high dielectric constants and high losses in the zone.  The wet snow region is 

characterized by wet and saturated snow with relatively smooth surfaces. The annual 

snow accumulation further adds low density snow layers on refreeze layers. This 

process, which repeats every year, leads to the formation of different layers with 

varying densities and dielectric constants [10]. Apart from the density changes, 

internal layers are also formed due to changes in conductivity, acidity and volcanic 

eruptions. The volcanic residues in the internal layers could be used to accurately date 

the ice sheets.  

 
Figure 2.1 Different zones in a polar ice sheet.[38] 

 

Radio sounding of polar ice sheets produces return echoes at three major 

interfaces: the air/ice interface, the internal layers and the ice/bed interface [5]. The 

properties of the interface are determined by analyzing the nature and the strength of 
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the return echoes. Some of the major activities and dynamics that are detected by 

these echoes are the development of melt layers, volcanic residues, bottom melting, 

sub-glacial sediments, basal movements and the existence of sub-glacial lakes. The 

ice-bed interface echoes provides information about the bedrock structure and 

topography, which could be used to understand the glacial movement [21]. 

 Reflections of radio signals occur whenever, the signals encounter a change in 

dielectric constant of the medium. Since the density, conductivity, crystal orientation 

and acidity vary as the signal propagates through the ice sheet, reflections occur at 

each interface. In general, the reflections at the top layers are due to density variations 

due to seasonal formation of melt layers, dust and ash. The reflections at the deeper 

layers are attributed towards the sheer stress on the isochrones that produce changes 

in the crystal orientation [4].  

 If the ice sheet is considered as a lossless medium, the reflection coefficient at 

the different interfaces is given by 

1

1

2
2sinrn rn n

nrn rn

le e p
le e

-

-

- � �
G = � �

+ � �
            (2.1) 

Where, rne and 1rne -  are the complex dielectric permittivities of two adjacent layers n 

and n-1. nl  is the thickness of layer n and nl is the wave length of the radio wave in 

the layer n. This is the general formula that describes reflection at all interfaces. At 

the air/ice interface, 1rne - equals 1, which the permittivity of free space. Similarly, at 

the ice/bed interface, the rne equals the permittivity of the bed rock or water (in case 

of sea ice radar) [9].  
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2.3 Dielectric Properties of Ice Sheets 

 

 Microwave remote sensing of ice sheets involves sounding of ice sheets with 

radio waves and analyzing the return echoes. A thorough study of the electrical 

properties of ice sheets and their behavior on electromagnetic sounding, is necessary, 

in order to understand the concept of radio detection of internal layers.  

 The key factor that influences the electrical behavior of ice sheets is the 

dielectric permittivity. Permittivity is defined as the ability of the ice sheets to 

polarize in response to the field and there by reduce the field inside the material [11]. 

Since the identity of water molecules are largely preserved in the ice sheets, they tend 

to polarize when exposed to electric fields. Polarization in crystals occurs due to 

proton jumps in energy levels. Due to this process, there is an associated time delay in 

the development of the polarization due to the relative proton positions and the 

energy minimas in the EM waves. This phenomenon is called dielectric relaxation 

[9]. The effect of dielectric relaxation is more pronounces when the incident fields are 

time varying. 

 Permittivity in general is a complex term expressed as 0( ) jj e de e e e e¢ ¢¢= - = , 

where tan ed e
¢¢= ¢ and 0e  is the permittivity of free space and je e¢ ¢¢- is the 

complex relative permittivity. When radio waves penetrate through the dielectric 

medium , the dielectric relaxation phenomenon alters these dielectric constants with 

time. This behavior is characterized by the Debye equations [25]. 
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Where, se e e¥D º - , se ande¥  are the static and high frequency values ofe¢ 

respectively and eD is known as dispersion strength.t  is the relaxation time and 

1(2 )cf pt -=  is known as the characteristic frequency. The Debye equation given 

above can be used to derive the real and imaginary parts of the complex dielectric 

constants. 
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The relaxation frequency of ice generally occurs in the kilo hertz region [9]. 

The measured results indicate relaxation frequencies to be around 7.23 KHz at 0oC 

and it progressively decreases with lower temperatures. Since microwave sounding 

frequencies are of the order of 109 Hz, the value of 2 1fp t � . Therefore the Debye 

equations reduce to: 

e e¥¢=             (2.5) 

2 f
e

e
p t
D

¢¢=              (2.6) 

Extensive research on ice sheets have been going on for a long time. The 

experimental evidences have suggested that e¢can be considered to be almost 

independent of temperature and frequency for all practical purposes. Its value has 
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been estimated to be 3.1884 0.00091Te¢= ±  where T is the temperature in degree 

Celsius [12].  

 
Figure 2.2 Variation of e¢¢ with frequency and temperature [Ullaby, Moore and Fung 1986] 

 
  But e¢¢exhibits very strong variations with temperature and frequency. 

Even though the Debye equations have predicted the value of e¢with a fair amount of 

accuracy, it fails considerably when predictinge¢¢. Based on measured data from 

many researchers, the Debye predictions of e¢¢ are about two orders smaller than the 

measured data. Apart from this error in predicted values, the Debye predictions of e¢¢ 

become absolutely faulty beyond 1GHz. According to (2.6) the values of e¢¢must be 

decreasing with increasing frequency. But the measured values shown in figure 2.2 

shows that the values start to increase beyond 900MHz. This departure from the 
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predicted behavior is attributed to contributions by infrared absorption spectrum of 

ice [24]. 

 Mätzler and Wegmüller [14] have obtained equations to fit the experimental 

data, which can be used to describe the variation of e¢¢.  

CA
Bf

f
e¢¢= +            (2.7) 

where, A,B and C are temperature dependant empirical constants for microwave 

frequencies. The first term corresponds to the Debye relaxation. The second term 

relates to the infrared absorption effect. Eventhough this is a better way of 

representing the dielectric behavior of ice sheets, there is a lot of uncertainty 

associated with it. A number of researchers have come up with different values for 

these empirical constants. These constants have been tabulated in detail by Matsouka, 

Fugita and Mae [23].  

 

2.4 Absorption Losses 

 The radio waves as it propagates through the ice sheets become extinct due to 

the various phenomenons like dielectric absorption, volume scattering from air 

bubbles, depolarization due to ice birefringence and reflections from internal layers.  

The dielectric absorption is the primary reason for radio signal extinction [25]. 

Dielectric absorption is a strong function of temperature, frequency and the moisture 

content in the ice sheets.  
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 The attenuation in the ice sheets is mostly influenced by the dielectric constant 

of the layer through which the signal is propagating. However, the absorption of 

electromagnetic energy in glaciers is usually expressed in terms of the loss 

tangenttand . For any given frequency, temperature and density of ice, the loss 

tangent is given by  

0

( )
tan

( )
Ts e

d
we e r e

¢¢
= =

¢ ¢
           (2.8) 

where ( )Ts is the electrical conductivity at temperature T and r  is the ice density. 

The values of tand in the polar glaciers in Antarctica along the Mirny-Pionerskaya 

route at have been estimated to vary from 4.2 X 10-4 to 7 X10-4. Hence the polar 

glaciers can be classified as low loss dielectrics. The attenuation constant of low loss 

dielectrics is approximated as  

f
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p e
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e

¢¢
»

¢
             (2.9) 

 So it can be inferred that the absorption losses are solely controlled by the 

frequency and e¢¢. Figure 2.2 has given a good idea about the variation ofe¢¢with 

frequency. The values ofe¢¢form a broad valley around 700MHz. The values from 

100MHz to 700MHz can be mapped on to an empirical curve fit given by, 

2.02 0.0251
10

10
T

f
e - +¢¢=          (2.10) 

where T is the physical ice temperature expressed in oC [8]. Combining equations 

(2.9) and (2.10), we get a new expression for attenuation constant, 
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From (2.11) it can be noted that the attenuation due to absorption remains constant in 

this band from 100 to 700MHz, for a given ice temperature. It is a known fact that ice 

temperature varies with the depth and the distance from the center of the ice sheet. 

The figure 2.3 from[18] shows the temperature distribution across central Greenland. 

This temperature distribution could be fit using the equation: 

75030 20
z

iceT e
-

= - +           (2.12)  

where T is in oC and z is the distance from the center in meters [8]. This distribution 

could be used with (2.11) to calculate the two way attenuation due to absorption, 

experienced by a radar signal through a 3 km thick ice sheet, which was found to be 

73dB. This value of attenuation remains constant throughout the100MHz to 700MHz 

band. 

 

 
Figure 2.3 Temperature distribution in the ice sheets in central Greenland [8] 

 

2.5 Scattering  

 The surface roughness, frequency of operation, angle of incidence, 

composition and structure of the media are the major parameters that influence the 



 31 

scattering of the radar signals. Scattering of electromagnetic waves can be broadly 

classified into two types, namely, surface scattering, which is governed by the surface 

roughness, and volume scattering, which is governed by the dielectric properties and 

composition of the ice sheets.  

 

Figure 2.4 Surface scattering 
 

Whenever, a radar wave is incident on the boundary separating two media 

with differing dielectric properties, partial reflection of electromagnetic energy 

occurs. The power reflected at the interface is given by the Fresnel’s equations (2.1) 

[13]. The direction of reflection is governed by the Snell’s laws of reflection only if 

the surface is perfectly smooth. As the roughness of the surface increases, the 

reflection in other directions also increases. This phenomenon is called surface 

scattering. The component of specular reflection is called the coherent component, 

while that of the scattering is called diffuse or incoherent component.  As the surface 
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gets rougher, the specular component gets progressively degraded, till only the 

diffuse remains. This is illustrated in figure 2.4.  

A surface is considered smooth if it satisfies the Rayleigh criterion, 

           
8cos

l
s

q
<            (2.13) 

wheres is the standard deviation of height of surface irregularities, l is the wave 

length and q  is the grazing angle. When the surface roughness becomes comparable 

to the wavelength of the incident beam a more stringent Fraunhofer criterion is 

applied to determine smoothness [7].  

32cos
l

s
q

<            (2.14) 

The surface is smooth if either / 0s l ® or / 2q p® . Theoretically, a nadir 

looking radar should not be picking up the incoherent components of the scattered 

wave. But, the incoherent components affect the system as the antennas of the radar 

have a finite beamwidth. If these incoherent components are strong enough, they 

could mask the reflections from the internal layers, which are of great interest to polar 

research. 
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Figure 2.5 Volume scattering 

 
Naturally formed ice in the polar regions is strictly not a homogeneous 

medium. It consists of a large number of air and ice particles trapped by consecutive 

layers of annual snow fall. All these particles scatter the electromagnetic radiation 

propagating through the ice sheet. This is known as volume scattering [4]. Figure 2.5 

illustrates the volume scattering in an ice sheet. The extent of volume scattering is 

mainly influenced by the size, permittivity and distribution of the particles and the 

wavelength of the propagating electromagnetic wave. In general, the scattering by 

these particles are modeled as Rayleigh scatterers [22]. The Rayleigh scattering cross 

section is given by  
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         (2.15) 
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where b is the radius of the particles, l is the wave length, se and ie are the relative 

permittivities of the scatterer and ice sheet respectively [20]. For a sparse, random 

distribution of m scattering particles, the total scattering cross section is given 

by sms .  

 

2.6 Choice of frequency 

 The frequency of operation of a radar is a very important parameter that 

determines the performance of the radar. In previous sections, it was shown that the 

dielectric properties of ice, which is the major factor influencing the attenuation of 

signals in ice sheets, vary considerably with the operating frequency. It was also 

pointed out that surface and volume scattering intensity depended on the wave length 

of the radar signal. If the scatterer’s dimension is comparable to the wavelength of the 

electromagnetic wave, then the surface and volume scatter components would 

become very high and degrade the performance of the radar. Similarly many other 

considerations like radar complexity, cost, antenna size etc also depend directly on 

the operating frequency of the radar.  

 Due to the various attenuation, absorption and scattering effects that the signal 

undergoes while propagating through the ice sheets, the signal to noise ratio (SNR) of 

the received signal is quite low. Hence the receiver is designed with very high 

sensitivity. Since, the operating frequency is an important parameter in determining 

the amount of attenuation and scattering, it directly affects the SNR. In order to 
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maintain the SNR at the receiver, the required transmit power is calculated in order to 

overcome the signal degradation. Using the radar equation for a Nadir looking Radar, 
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where tP  is the peak transmit power; h is the height of the antenna above the ground; 

d is the depth of the ice sheet; k is the Boltzmann constant; 0T is the physical 

temperature of the receiver; F is the noise figure; RXB and TXB are the bandwidths of 

the receiver and transmitter respectively; 0s is the backscattering coefficient of the 

ice-bed interface; A is the area illuminated by the antenna; G is the antenna gain; 

LA and WA are the dimensions of the antenna; h is the antenna efficiency; l is the 

signal wavelength in free space; a is the attenuation constant; iaR and aiR are the 

reflection coefficients of the ice-air and air-ice interface; cohN and incohN are the 

number of coherent and incoherent integrations performed on the received data [8]. 

 In order to observe the effect of frequency on the performance of the radar, 

the transmit power required to maintain a constant SNR at the receiver end is 

calculated and plotted with respect to frequency. In [8], the required transmit power 

was calculated over a range of frequencies using the baseline design parameters of the 

ICARDS radar. Signal attenuation through the ice layers was calculated based on 

reported loss tangent values and calculated scattering coefficients. The calculations 
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were performed to obtain a SNR of 20dB at the receiver. The other design parameters 

used for the calculation of the required peak transmit power can be found in [8].  

0 100 200 300 400 500 600 700
10

0

10
1

10
2

10
3

Frequency (MHz)

P
ea

k 
tr

an
sm

it 
po

w
er

 (
W

at
ts

)

Insignificant rayleigh scattering

Significant rayleigh scattering

 
Figure 2.6 Peak transmit power required to maintain a received SNR of 20dB 

 
 From figure 2.6, it becomes obvious that as you go higher in frequency, the 

absorption losses drastically reduces. This generalization is applicable only till 

frequencies below 800MHz. The reason is that, the loss factor (e¢¢) starts increasing 

beyond 1000MHz. This was observed in figure 2.2. In the frequency range from 

100MHz 700MHz, it was discussed earlier that, due to the negative slope ofe¢¢ , the 

attenuation remains fairly constant. The gain of the antenna is increases with the 

increase in frequency as shown in (2.17). This results in improved performance as the 

frequency approaches 700MHz. But, when the Rayleigh scattering is taken into 

consideration it becomes evident that the performance deteriorates drastically with the 
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increase in frequency, as the Rayleigh scattering intensity is directly proportional to 

the fourth power of frequency (2.15).   

Hence to avoid the performance degradation due to scattering, most radar 

sounders operate at VHF or low frequencies. But in figure 2.6, it was observed that 

when the scattering was insignificant the performance was best around 600MHz. 

Near-surface layer mapping radars show that scattering is negligible in dry snow 

zones [4]. To take advantage of the lower loss and finer resolution possible at higher 

frequencies, we are planning to develop a radar sounder that operates in the 600MHz 

region, to image the ice-bed and map the deep layers. This project is to develop an 

antenna system for this radar. 
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CHAPTER 3 

ARRAY AND SUBARRAY CONCEPTS 

 

3.1 Introduction  

 The major phenomenon that hampers the use of radars for remote sensing is 

clutter or unwanted reflections/scattering. It was seen earlier that whenever the radar 

signals hits an interface, it undergoes scattering in all directions, proportional to the 

roughness of the interface. These unwanted scattering, if not suppressed properly 

would end up masking the return echoes from the internal layers, thereby reducing the 

resolution of the radar images. In order to suppress the degradation due to the clutter, 

an obvious approach is to limit the scope of reception to a small angle, thereby 

suppressing reflections from unwanted directions. Moreover, since the main purpose 

of this radar is to map the ice-bed interface and deep internal layers in dry snow 

region, we will encounter a lot of volume scattering. So a broad beam from the 

antenna would invite a large amount of volume scattering and would eventually 

weaken the return echo from the deep layers. Such focused beams are possible only 

with large antenna apertures. 

 Arraying is a popular concept, where a number of closely spaced radiators, 

each emitting in all azimuths a wave of equal amplitude, phase and frequency, to 

achieve large apertures and focused beams. The beampattern of an array in essence 

represents the angular distribution of electromagnetic energy radiated from the 
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antenna array. Such patterns form due to the relative phases in the signal received 

from the individual radiators. These phase differences are formed due to the 

differences in the distance from the angular point of interest to the individual 

radiators.  Basically, the antenna orientation and the array geometry play a major role 

in forming this pattern, as they directly alter the phase differences. The required 

focused patterns could be obtained by tweaking these parameters.     

In the following section presents a thorough conceptual and mathematical 

overview of the generalized array theory. This is followed by an analysis of some 

specific cases of interest, like the uniform linear array and planar arrays. Later, a brief 

overview of the popular techniques adopted to improve directivity of the array is 

discussed. All these discussions will lay the foundations for the understanding of the 

concept of subarrays and subarray rotation, which is dealt with towards the end of the 

chapter. 

  

3.2 Delay and Sum Beamformer 

This section explores the beamforming technique adopted for an arbitrary 

antenna array, where the elements are places arranged in a random geometry in space. 

The analysis of a random array, even though it involves complex computations, 

establishes the essential groundwork for the understanding the working principle of 

more useful configurations like the uniform linear array and the planar arrays.  
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Figure 3.1 spatial orientation of elements inducing different delays at different 

elements 
 
The delay and sum beamformer is the conceptual model that describes the 

functioning of an array processor in forming a beam [31]. Figure 3.1 shows the 

reception of a wave by an antenna array. The incoming signal wave ( )f t ’s arrival can 

be depicted by the wave front L. It is seen clearly that the elements are not at the 

same distance from the wave front, hence resulting in path length differences of the 

signal at each separate element. Thus, it can be concluded that ( )f t  does not reach all 

the elements at the same time. Each element receives ( )f t  with a time delaynt . The 

delay can be computed as: 

c
pa n

T

n =t              (3.1)      

where Ta  is the unit vector given by, 
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where xu , yu  and zu  are the direction cosines of the array given by 
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np is the position vector and c is the velocity of propagation in the medium. 

Hence the wave signal received at each element is given by 
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In order to compensate for this delay, the beamformer must add corresponding 

delays to the element before summing them up to obtain the output of the 

beamformer. The array manifold vector defined below describes this process.  
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Where, uk
l
p2

-=  

Hence we can see that the output ( )y w can be computed by  

 ( ) ( ) ( )kY F v kw w=             (3.6) 
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 By looking at the structure of the array manifold vector, its function can be 

understood to be that of phase shifting the incoming wave. A phase shift in the 

frequency domain is equivalent to delaying the signal in the time domain. Hence, the 

beamformer delays the input wave at each element appropriately before summing 

them and normalizing them by the number of elements.  

 The whole operation can be represented in a function block notation, given 

by: 

( ) ( ) ( )F H Yw w w® ®  

where, )(
1

)( kv
N

H k
T =w             (3.7) 

In order to characterize an array, we need to study its response 

function ( )TH w . A more interesting and realistic measure used to observe the array 

performance, would be the output from the array for a unit incident plane wave.  

Since the incident signal is a plane wave it is defined by 

( )( , ) , 0,1, , 1
T

nj t k p
nf t p e n Nw -= = -�  

    n
T pjktj ee -= w            (3.8) 

Using the definition of the array manifold vector )(kvk , we can rewrite this as 

follows: 

)(),( kveptf k
tjw=              (3.9) 

But ( )y k the output is obtained by convoluting ( )f t  with the impulse response( )h t . 

( , ) ( ) ( )T j t
kY t k H w v k ew=          (3.10) 
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or 

( , ) ( ) ( )T
kk H w v kw¡ =          (3.11) 

This is defined as the frequency wave number response function. It describes 

the complex gain of an array for an incoming plane wave described by its temporal 

frequency and wave number. This expression defines the array properties for any 

arbitrary plane wave incident on the setup. This can be used to derive a generalized 

expression for plane wave behavior on an array[31]. 

This leads to the expression for the beam pattern, which is defined in context 

of a plane wave in a locally homogeneous medium. It is the frequency wave number 

response versus the direction of radiation. 

2
( , )

( : , ) ( , )B w k p
q f

l
w q f

=
= ¡

k a
         (3.12) 

This illustrates the behavior of the array to a plane wave around a sphere of 

radius 
22d
l around the phase center of the array.  This is a very important 

measurable parameter that defines the spatial filtering characteristics of an antenna 

array. By analyzing this, many vital parameters like the beamwidth, directivity, 

sidelobe performance and grating lobe occurrences could be studied. 
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Figure 3.2 Generalized Beam former 

In most practical applications, the delay and sum beamformer, which 

compensates only the variable delays experienced by the incoming wave, is not 

enough. A weighting factor is also required to alter the characteristics of the beam to 

suit the application. The weighting factor applies a complex gain to each of the 

element’s input before compensating for the delay [31]. In future discussions about 

the beampatterns, the weighting factor is also taken into account. This is shown in 

figure 3.2. In this section we will explore into deriving mathematical expressions for 

beampatterns for regularly shaped array geometries. 

 

3.3 Uniform Linear Arrays 

 A uniform linear array consists of N elements arranged linearly in space along 

a single axis. That is, the position vectors of the array elements are described as 
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 0=ynp   and   0=znp  

 Similar to the previous section, the array manifold vector, and the frequency 

wave number functions are computed, but subjected to the condition that 0=ynp  and 

0=znp . 

Therefore, 
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To make computation simpler we define 
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Therefore,  
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This is defined as the frequency wave number function defined in the �  space 

[31]. An important point to be noted here is that, although �  varies from -�  to �  , the 

equation in essence only represents only the region where,
l
p

y
l
p dd 22

££- , ie, 



 46 

l
p

l
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££- zk  ,  ie, pq ££0  , ie , 11 ££- u . This region is called the visible 

region. 

 The definition of all these different spaces, namely, u, � , �  and kz also 

prompts us to represent the beam pattern in different spaces. But for convenience of 

discussion, all the results in the upcoming sections are referred in the �  space. The 

beam pattern in the �  space is given by : 
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 The Array manifold vector for an ULA is expressed as: 
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and, )()( yy yy VwB H= .         (3.20) 

Now let us consider a uniformly weighted case, ie, 
N
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1
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Therefore, the beam pattern can be computed easily as,  
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 Since we only consider the magnitude of this expression, the beam pattern can 

be expressed as: 

l
p

y
l
p

y

y
ddN

N
Bp

22
,

2sin

2sin1
££-

�
�
��

�
�

�
�
��

�
�

=       (3.22) 

 This is periodic with a period 2� . The periodicity property of the beampattern 

plays an important role in understanding other limitations in array theory like grating 

lobes, which is discussed in detail in the following sections. The beam pattern of the 

array in its different spaces is shown in the figure 3.3.  
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                       Figure 3.3 Beampattern of a Uniform Linear array N=10 and d=2
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3.4 Non Isotropic Element Pattern 

 All our discussion so far has been geared with the assumption that the 

elements in the array are isotropic, ie, they radiate equally in all directions. So the 

expressions which have been derived so far are purely due to the effect of spatial 

arrangements of the sensors, and are not related to the properties of the individual 

sensors. In this section, we study the effect on the beam pattern when each element as 

a pattern of its own. 

 Since the individual sensors have a pattern of their own, they will be adding 

one more level of weights to the existing array pattern. Therefore the effective 

antenna weight would be given by [31],  
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Where ( )ae nw z z- represents the new level of weighting imposed by the non 

isotropic sensor. Therefore the frequency wavenumber response will be expressed as: 

1
* *

0

( , ) ( ) z

N
jk z

z n ae n
n

w k w w z z e dz
¥ -

-

=-¥

G = -
�  

              
1

1* *

0

( 1) 1z n z

N
jk z jk z

n ae
n

w e w z e dz
¥-

- -

= -¥

= 
 �       (3.24) 

The first term in the above expression can be recognized as the array 

beampattern that was derived in the previous sections. This term is termed as the 

array factor (AF). The second term represents the effect of the element on the 

beampattern. Therefore it is termed as the element pattern(� e).   
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Therefore, ( , ) ( ) ( , )z z e zw k AF k w kgG =        (3.25) 

And , ( ) ( ) ( )u ueB u AF u B u=          (3.26) 

 

3.5 Planar Arrays 

 The concept of non isotropic element array pattern could be used to derive the 

beam pattern of planar array geometries. The figure 3.4 shows a simple rectangular 

planar array geometry of sensors. Although, evaluating the beam pattern of an array 

oriented in two dimensions may appear complex, the problem can be simplified if we 

consider it as a ULA with each element having the characteristics of another ULA.  

 

Figure 3.4 Planar Array Geometry 
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 Assuming, that the antenna array under consideration is a ULA in the y axis, 

then the beampattern would be   
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 This would be the total beampattern of the array if the sensor elements were 

omnidirectional with unit gain. But going by the discussion in the previous section, 

we can compute the total beampattern by multiplying this by the element pattern. But 

in planar arrays, we find that the element pattern is nothing but a pattern of a ULA 

oriented in the x axis.  

Therefore, 
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Therefore, the overall beampattern is computed as: 
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where 
2

sin cosx xk d dx
p

y q f
l

= - =         (3.30) 

And 
2

sin siny yk d dy
p

y q f
l

= - =         (3.31) 
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 The figure 3.5 shows the beam pattern in three dimensional space of a simple 

1x5 ULA and a 5x5 planar array respectively. Notice that both the arrays share the 

same two dimensional beampatterns along the x-axis. The difference comes in the 

other axis, where the ULA’s response corresponds to the flat isotropic one, whereas 

the planar array’s pattern in the y axis relates to the number of elements along the y 

axis. This also suggests that the planar array is a more effective directive antenna 

suppressing unwanted signals in all directions.  

 

 

Figure 3.5(a) Beampattern of a 5X1 uniform linear array with 
2

d
l

=  
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Figure 3.5(b) Beampattern of a 5X5 uniform linear array with 
2

d
l

=  

3.6 Techniques to Improve Directivity 

 Improving directivity of an array is synonymous to the production of thin 

main beams and the production of high rejection in unwanted directions. There are a 

number of techniques to achieve this. But most of them rely on increasing the element 

spacing, or the use of complex weighting functions.  

 When the spacing between the elements is increased, the main beam becomes 

thinner and sharper [31]. In order to justify this statement, let us consider the equation 

for a beampattern of a ULA: 

sin( )1 2 22( ) ,
sin( )

2

N d d
B

Ny

y
p p

y y
y l l

= - £ £       (3.32) 

 An analysis of this expression reveals that when numerator becomes 

zero and the denominator is non zero, then nulls occur in the beampattern.  
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Therefore a Null occurs when, sin( ) 0
2

N
y

=                   (3.33) 

Therefore , 1,2,3,...
2

N n n
y

p= =  

2
, 1,2,3,...

n
n

N
p

y� = =         (3.34) 

Expanding � , we get : , 1,2,3,...
n

u n
N

= =        (3.35) 

 Therefore nulls occur at all points described by (3.33), when the denominator 

of (3.32) is non zero. The denominator of (3.32) becomes zero when,  

sin( ) 0
2
y

= ,          (3.36) 

This happens when, 2 , 1,2,3,...n ny p= =        (3.37) 

That is, , 1,2,3,...
n

u n
d
l

= =          (3.38) 

 When (3.33) is true and (3.36) is false, then the beampattern develops a null. 

Therefore, the first null occurs at u
Nd
l

= . Therefore the null to null beamwidth is 

given by 2
nnBW

Nd
l

= . When this expression for beamwidth is analyzed, it can be 

concluded that the beamwidth can be decreased by three means : 

·  Increasing the inter-element spacing d. 

·  Increasing the number of sensor elements N. 

·  Increasing the operating frequency cf l= . 
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Figure 3.6 Effect of increasing the inter element spacing on Beampattern. 

N=10 (a) 4d l=  (b) 2d l=  (c)d l=  

The beamwidth of the pattern cannot be arbitrarily decreased by altering these 

parameters without inducing other problems. The frequency of operation cannot be 

used to alter the pattern because, in most cases the transmitter and the receivers are 

designed to work only in one particular band of frequencies.   So that leaves d and N 

to be the only other parameters that can be altered to decrease the beamwidth. In 

creasing N indiscriminately, will reduce the beamwidth. But it will also increase the 

manufacturing cost, size and complexity. So the inter element spacing d is used by 

most array designers to produce thin beams. But increasing this parameter beyond a 

certain extent will give rise to another problem, whish is discussed below. 
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Consider the points where (3.33) and (3.36)  get satisfied. This happens at 

u m
d
l

= . So in these locations instead of nulls, we get alternative main lobes. These 

secondary main lobes are termed as grating lobes [29]. The first grating lobe occurs at 

u
d
l

= . This happens when the inter element separationd l= . So in order to avoid 

grating lobes, the array is generally designed such that there 2d l£ . Once d becomes 

greater than 2
l  , then grating lobes slowly start creeping into the visible region. This 

limits the distance through which we can separate the sensor elements, in order to 

produce sharper beams. This is effect is illustrated clearly in figure 3.6. 

 

Method of Weights 

 The expression for frequency wave number response was defined as: 

*( , ) ( ) zjk
z aw k w z e dz

¥
-

-¥

G = �               (3.39) 

 It can be noted from the above equation that weight vector ( )aw z  and the 

frequency wave number response are Fourier transform pairs. Hence, altering the 

weighting functions will directly affect the beampattern. So, different distributions of 

weights can be used to achieve the conditions of reduced side lobe levels. This 

method, even though it reduces the sidelobes, will cause the main lobe to broaden, 

thus reducing the sharpness of the beam. But when weighting is used in combination 
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with other directivity enhancing techniques, this effect can be compensated to 

adequately.  

 Some of the well known weighting schemes are described in the table below 

[31]. 

Table 3.1 Weight Distributions used in Arrays 
Uniform weighting 1

nw
N

=  

Cosine weighting 1 1
sin( )cos( ),

2 2 2n

n N N
w n

N N
p p - -

= - £ £  

Raised Cosine weighting 
( ) (1 )cos( )n

n
w c p p p

N
p� �= + -� �

� �
 

1
( ) sin( )

2 2
p p

c p
N N

p-
= +  

Hamming weighting 
0 1

2
cos( )n

n
w g g

N
p

= + , g0 and g1 control null placement 

Blackman Harris weighting 2 4
0.42 0.5cos( ) 0.08cos( )n

n n
w

N N
p p

= + +  

Kaiser weighting 2

0

2
1n

n
w I

N
b

� �� �� �= - � �� �� �� �
, I0(x) = zero order bessel function 

 

 One more popular weighting distribution is the Tchebychev weights. This 

uses Tchebychev polynomials Tm(x), which is a set of orthogonal polynomials that 

are related to de Moivre’s formula, and can be easily expressed in a recursive manner,  

defined over the interval -1<x<1, with respect to the weighting function 

2

1
( )

1
w x

x
=

-
. The Tchebychev polynomial can be used to form beams with 

constant sidelobes of specific levels.    
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 One other technique used for improving directivity is by using subarrays 

instead of normal antenna elements. 

 

3.7 The Concept of Subarrays 

 

 Most of the discussion upto this point, has assumed that each element in the 

array was isotropic. But in many cases each element has its own characteristic 

beampattern, as discusses in the non-isotropic element patterns. In other cases, groups 

of sensors are combined to form a subarray with a new synthesized beampattern of its 

own. These subarrays are treated and manipulated as a single element of an overall 

main array. The effective beampattern of the overall array is obtained by pattern 

multiplication of the subarray pattern and the main array patterns.  

 A very significant advantage in this technique is that we have the luxury of 

shaping the individual beampatterns by arraying and weighting the sensors in the 

subarrays. This opens new avenues in beamforming of the final array. The use of 

subarrays can enable us to use two levels of weighting: one at the main array and one 

at the subarray. This helps a lot in shaping the final pattern. 

 Given that subarrays are helpful in data processing and beam shaping of the 

sensors of the main array, we face another problem. Since each subarray consists of 

an array of sensors, the distance of separation between each of the subarray element 

in the main array, is definitely greater than l . This yields very thin main lobe. But 

also brings in grating lobes into the visible region. So, in order to utilize the 
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advantages of the subarray technique, we need to suppress these grating lobes [32]. 

Many techniques are available for achieving this. The main goal of all these methods 

is to make sure that the nulls of the subarray pattern, overlaps on the grating lobe of 

the main array pattern. This ensures cancellation of the grating lobes during pattern 

multiplication. 

 The most common technique used in subarray beamforming to counter the 

grating lobes is the method of overlapping subarrays.   This method employs the 

variation of weight distribution and the overlap ratio between the subarray aperture 

size and the subarray step size to tweak the sidelobe and the mainlobe performances. 

 

3.8 Subarray rotation 

Suppression of grating lobes has always been under active research by array 

designers. Grating lobe requirements always imposes constraints on the maximum 

element spacing thus reducing the number of elements. Optimization of arrays to 

bring down grating lobes requires a lot of computational load. The use of random 

configurations demands the use of a large number of elements [32]. In practice, these 

designs are hampered to a large extent by mutual coupling and restrictions of size of 

elements .  

In order to overcome these limitations, Dr.Agrawal has proposed a novel and 

simple way to achieve grating lobe suppression by rotation of subarrays [32]. In order 

to understand this concept, it is important to know the location of the grating lobes in 

the planar array. 
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Figure 3.7 Location and Behavior of the grating lobes on rotation of a planar array 
 

In the previous sections on linear arrays, it was observed that the grating lobes 

occur at multiples of u
d
l

= . Since planar array is nothing but an array of arrays, we 

can identify grating lobes in all four directions from the main lobe. The locations of 

the grating lobes are depicted clearly in figure 3.7. Whend l> , then the grating lobes 

slowly enter the visible region which is shown in figure 3.6 [29].  

Now consider the pattern in space when the planar array is rotated in space. 

Since the pattern of the array is relative to the position of the elements on the array, 

when the array orientation is altered correspondingly, ie when the array is rotated in 

space by 0q  then, the pattern is also rotated by0q . This is illustrated in figure 3.7 [29]. 
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Figure 3.8: Subarray pattern multiplication to suppress grating lobes 

 
It was also found that the total beampattern of the array can be considered as a 

pattern multiplication of individual element patterns with the array factor. 

*BP Ae AF=            

(3.40)   

For example in a 3x1 array,  

( 1 )z zjk d jk dBP Ae e e-= + +          

(3.41) 

But this is true only if all elements are identical. Therefore if each element has 

a different pattern, namely, Ae1, Ae2 and Ae3, then the beampattern can be calculated 

as:   1 2 3z zjk d jk dBP Ae e Ae Ae e-= + +         (3.42) 
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This equation basically illustrates the functioning of the subarray rotation 

concept. By rotation, the subarrays are basically altering the beam orientation and 

hence changing the effective beam pattern during the individual subarray pattern 

multiplication. Figure 3.8 illustrates an example where the modified subarray pattern, 

was used in pattern multiplication to suppress the grating lobes.  More details about 

practical application of subarray rotation will be covered in the next chapter. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 62 

CHAPTER 4 

DESIGN AND DEVELOPMENT OF THE ARRAY 

 

 

4.1 Introduction 

 The basic concepts of arraying and beamforming were covered in detail in the 

previous chapter. It is quite apparent that when these techniques are used with 

prudence, will enable us to build antenna systems that are capable of high directivity 

and good grating lobe suppression. In this chapter, we discuss the design and 

development of such an antenna array, where the concept of subarray rotation is used. 

We start with a description of the design goals that we are trying to achieve with this 

antenna array system. Then the various design stages in the array development is 

discussed. The development of a MATLAB model that computes the array factor of a 

subarray rotated antenna system is first discussed, to give an insight into the choice of 

the array parameters. This is followed by discussions on the finite element 

computational simulation models from Ansoft HFSS, which was instrumental in the 

determining the performance of the Antenna models and the effect of varying its 

parameters. The fabrication of the antenna system and the related technical issues are 

also dealt with in detail. Finally, the measurement and results of the fabricated array 

system is analyzed. 
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4.2 Design Goals     

 The main objective of this project was to develop a planar antenna array 

system to map the deep internal layers and image the ice-bed interface in the dry 

snow zones in Greenland and Antarctica. The main purpose for the use of advanced 

arraying concepts in the development of this antenna array is to achieve fine 

resolution during the radar sounding. By developing such a system, we can filter out 

unwanted interferences and the degrading effect of surface and volume scattering.  

The key requirement for such fine resolutions is a narrow beamwidth, 

typically less than 10o. But as seen in the previous chapters, efforts to produce such 

sharp main beams will invariably end up producing grating lobes, which 

compromises the advantages obtained by the fine main beams. Subarray rotation 

technique has been employed in this array design, to eliminate the effect of the 

grating lobes. The operating frequency range of the antenna is 550MHz to 650MHz. 

The antenna should have very good impedance and pattern match in this bandwidth. 

Ideally, a net return loss of less than -10dB in this frequency range is considered to be 

a good impedance match. 

 

4.3 MATLAB Model 

 Since it was decided to employ the technique of subarray rotation to design 

the antenna array, one key question that needs to be answered is about the number of 

sensor elements and their orientation in the array system. It is also imperative to have 

an idea about the amount of grating lobe suppression achievable by various 
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configurations before finalizing the array layout. In [32], where the concept of 

subarray rotation was first proposed, a 2x2 main array was used, with each subarray 

having a 4x5 sensor arrangement. Each subarray was rotated at 15o to obtain the 

advantage of grating lobe suppression. Figure 4.1 shows the grating lobe suppression 

achieved by this configuration.  

 

Figure 4.1: The subarray rotation configuration discussed in [32] and the resulting grating 
lobe suppression achieved. The figure on the right compares the outputs with and without 

subarray rotation. 
 

 The wave length at the 600MHz operating frequency is around 50cm. Since 

an antenna element’s dimensions are proportional to2
l , such an elaborate 

configuration featuring 400 sensor elements is not practical in radar ice sounding. So, 

it is imperative to build an array with minimal number of sensor elements that 

satisfies our design goals. Analyzing an antenna array system with subarray rotation 
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mathematically is not as simple as compared to the conventional arrays. The 

mathematical expressions, of the form (3.42), which describe the behavior of subarray 

rotated arrays, are not easily perceived. Since this technique is relatively new and 

uncommon, there is not much literature available that discusses the behavior of 

subarray rotation mathematically.  Hence it was necessary to develop a generic 

computational model, which can compute the beam patterns of any given 

configuration of array system with subarray rotation feature.    

 MATLAB is a versatile multi-purpose engineering programming tool that was 

used in developing the generic beamforming model, used for analysis of different 

subarray configurations. This MATLAB model generates a graphical user interface, 

which accepts the following parameters: 

Nm : Number of sensor elements along the x-axis, in the main array.  

Mm : Number of sensor elements along the y-axis, in the main array. 

dmx : Inter-element spacing in the main array along the x axis(in terms                                                  

of l )  

dmy : Inter-element spacing in the main array along the y direction(in terms 

of l ) 

Nd   : Number of sensor elements along the x-axis, in the subarray. 

Md  : Number of sensor elements along the y-axis, in the subarray. 

dx   : Inter-element spacing in the subarray along the x direction(in terms 

of l ) 



 66 

dy   : Inter-element spacing in the subarray along the y direction(in terms 

of l ).  

x      : Rotation angle of the subarrays. 

f       : Frequency of operation. 

th     : Beampattern slice angle. 

 

 This program does not consider the non-isotropic nature of the sensor 

elements. So the final pattern computed is purely the array factor of the complete 

array system. First, the three dimensional beam pattern of a single subarray is 

computed using the formula
1 11 1( ) ( )* *2 2
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each of the subarrays has its own rotation angle, the beampattern of each subarray can 

be obtained by slicing the unrotated three dimensional pattern along the rotation 

angle. Thus the rotated patterns, Ae1, Ae2 and Ae3 are obtained.  

 The next step is to compute the main array pattern and integrate it with the 

individual subarray patterns to obtain the overall array pattern. This is done by 

evaluating the equation: 
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Numerically this looks complex and is quite hard to visualize the pattern to 

measure its parameters. So all three patterns, namely, subarray pattern, main array 

pattern 

 

Figure 4.2: MATLAB GUI designed for analysis of beampatterns using subarray rotation 
 

and the combined patterns are plotted in the output window of the GUI. Figure 4.2 

shows a typical output of the GUI. The GUI enables us to visualize the operation of 

the subarray rotation technique in suppressing the grating lobe.  
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The bottom left pane shows the main array beampattern. The top left pane 

shows the unrotated subarray beam. The top right pane shows the combined pattern. 

The bottom center pane shows the combined pattern in two dimensions, to enable 

easy measurement of the performance of the beam pattern. The bottom right pane is 

the control panel to set the parameters of the array configurations.  

The grating lobes can be observed in the main array patterns. One important 

observation on analyzing the patterns is that the grating lobe suppressions occur when 

the nulls or low sidelobes on the rotated subarray patterns overlap on the grating lobe 

positions. So for suppressions to be at its maximum, the effective levels in the rotated 

subarray patterns should be as small as possible. If a ULA is used instead of a two 

dimensional planar array for the subarray structure, this would not yield lower pattern 

levels when the pattern is rotated. Hence subarrays rotation with ULA structure will 

have an overall detrimental effect on the final integrated pattern. Hence the subarrays 

have to be two dimensional planar structures. 

For best results, it would be prudent to have the main array also as a two 

dimensional structure. But building such a structure for radar sounding at 600MHz 

would be cumbersome. So array structures with one dimensional main array and two 

dimensional subarrays were analyzed to finalize on our array structure. One other 

consideration is to have minimum number of sensor elements to achieve the design 

goals.  

Many such configurations were considered for the purpose of selecting the 

final design. Table 4.1 gives a highlight of some of the configurations which gave 
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excellent results. Appendix B gives the patterns produced by each of these 

configurations. The table shows only some salient features in the patterns along the x 

axis. But in order to appreciate the overall effectiveness of the configuration, it is 

important to analyze the beampatterns in three dimensions. To understand this, a 

proper review the data in table 4.1 is necessary. 

Table 4.1: Salient features of the various array configurations under consideration 

 Main 
Array 

Sub 
array 

No of 
sensors 

Rotation 
Angle 
(deg) 

Beam 
width 
(deg) 

SLL 
(dB) 

Grating 
lobes 
(dB) 

Comments 

1 3x1 6x1 18 0 6 -13.5 -25 Best config. But 
no suppression 

along y axis 
2 3x1 6x2 36 0 6 -13.5 -25 Acceptable 

3 3x1 5x2 30 10 7 -14 -22 Good config 

4 2x2 4x4 64 40 11 -17 -27 Too many 
sensors 

5 2x2 6x2 48 30 9 -15 -23 Too many 
sensors 

6 2x2 6x2 48 17 9 -14 -23 Too many 
sensors 

7 2x2 4x3 48 30 9 -14 <-25 Too many 
sensors 

8 2x2 5x2 40 32 9 -14 -24 Too many 
sensors 

 

The main array configurations are advantageous for our cause, when it is 

single dimensional. Maintaining a two dimensional alignment with rotation in the 

main array is cumbersome, especially when we drag the antenna structure on the dry 

snow areas. So, cases 1-3 which has single dimensional main arrays are preferred. 

Similarly, smaller subarray configurations are preferred over larger ones. So subarray 
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configurations with more than two sensor elements in the y direction is not preferred. 

Another very important criterion is the total number of sensors. As the number of 

sensors increases, the cost and complexity also increases. Each sensor has an 

associated feed network and balun transformers. So, it is imperative that we have the 

minimal number of sensor elements. Considering this line of thought, we can easily 

conclude that case 1 is the best possible configuration. But when we look into the 

three dimensional beampatterns (appendix B), we notice that there in absolutely no 

suppression in the y direction for the first case. This is due to the lack of arraying in 

the y direction. In such cases, a subarray rotation would prove to be having a 

degrading effect. So the next best choice, case 3 was chosen as the ideal configuration 

to suit our cause. The detailed configuration of case 3 is as follows: 

Main array:  

Configuration: 3x1 

Inter element spacing in main array: 2.45l  

Subarray: 

 Configuration: 5x2 

 Interelement spacing : x direction : 0.52l  

    y direction  : 0.70l  

Subarray rotation angles : -10o, 0o, 10o 
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4.4 The 5GHz Prototype Model 

 The final antenna array should perform proper grating lobe suppression and 

exhibit good performance at 550MHz to 650MHz. Building the antenna directly has a 

lot of drawbacks, especially when new techniques like subarray rotations are being 

employed. Building an experimental final product generally requires a lot of iterations 

and troubleshooting. Fixing and analyzing is easier if the size of the antenna is quite 

small. More over, building a smaller prototype also enables us gain confidence 

regarding the working of the array system. Any errors that occur in the prototype can 

be anticipated and corrected early enough while designing the final system.  

 The prototype array for the final 600MHz system was designed to work from 

4.5GHz to 5.5GHz. The main is that, if the 5GHz model worked reasonably well, 

then designing the final 600MHz model is not difficult, as it involves just scaling up 

and optimizing the model to meet the design goals.  

 

Antenna Structure 

 The 5GHz prototype antenna is basically an adaptation of planar rectangular 

printed dipole. It was built on a Rogers RT/Duroid 5870 dielectric substrate of 

thickness 60 mils. The dielectric properties of the substrate are as follows: 

Dielectric constantre : 2.33 

Loss tangenttand : 0.0012 

The antenna is fed by a set of coaxial cables, each of 50W impedance. This is 

because, it was found through simulations that the differential feed impedance of the 
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dipole under test is around 100W. A phase difference of 180°  is maintained between 

the two coaxial lines that feed the dipole. In practice, a balun transformer or a 180°  

hybrid power splitter is used for this purpose.   

 

Figure 4.3: A model of the planar rectangular printed dipole  

 

Generally, the total length (L) of a dipole antenna element is marginally less 

than 2
l , wherel , is the wavelength corresponding to the center frequency of the 

antenna [33]. In our case the center frequency is 5GHz, which corresponds to a 

wavelength of 6cm. Therefore the total length of the antenna is around 3cm. Since it 

is a dipole antenna element, it consists of two poles of length l and width w separated 

by a small gap, where the feed cables are connected. Ideally this gap should be as 

small as possible. This is illustrated in figure 4.3. Hence to determine the performance 

of the antenna element, we need to parametrically analyze the performance of the 

antenna with varying values of L, l, w and g. An optimized antenna design is obtained 
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by analyzing the parametric analysis results. Such parametric analysis is done using a 

finite element simulation software called Ansoft HFSS. The parametric analysis 

results are given in table 4.2. 

 

 

Table 4.2: Parametric Analysis of the rectangular dipole 

 
Feed pt Gain(dB) ReturnLoss 

(dB) 
  Width Gain(dB) ReturnLoss 

(dB) 
1 34mil nan nan  1 230mil 0.64654 -15.050 

2 36mil 2.225306 -16.37  2 240mil 1.01168 -15.170 

3 38mil 1.490867 -18.786  3 250mil 1.77723 -15.373 

4 40mil 0.308019 -19.321  4 260mil 0.914474 -15.194 

5 42mil -0.11508 -25.24  5 270mil 1.085918 -14.864 

6 44mil -0.7073 -24.32  6 280mil 1.417033 -14.379 

7 46mil -1.16884 -21.02  7 290mil 1.080347 -14.915 

8 48mil -1.78113 -19.95  8 300mil 1.20767 -14.822 
         

 
Gap Gain(dB) ReturnLoss 

(dB) 
  Length Gain(dB) ReturnLoss 

(dB) 
1 68mil 1.96545 -14.8544  1 455mil 1.743179 -16.5023 

2 72mil 1.97308 -14.3735  2 465mil 1.712623 -18.1746 

3 76mil 1.84824 -15.1483  3 475mil 1.782231 -21.4827 

4 80mil 1.723213 -15.6033  4 485mil 1.417162 -20.9358 

5 84mil 1.781227 -15.8447  5 495mil 1.47435 -20.7833 

6 88mil 1.214727 -15.3835  6 505mil 1.994365 -18.5753 

7 92mil 1.349455 -15.1495  7 515mil 1.681966 -17.3952 

8 96mil -1.52086 -0.25228  8 525mil 1.667427 -16.8318 

9 100mil -1.47647 -0.23386  9 455mil 1.243179 -16.5023 
 

We notice that the gain of the antenna decreases as the feed point moves into 

the individual dipole sections. Maximum performance is obtained when the feed 

points are exactly at the edge of the dipole sections. One more observation is that the 

gain and the return loss performance deteriorate as the gap between the dipole 
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sections increases. This is mainly attributed to the decreasing E-field coupling 

between the dipole sections, which determines the gain and performance of the 

antenna element. Eventhough the performance improves a lot when the gap distance g 

is reduced, We cannot reduce it lesser than 72mils , due to the finite thickness of the 

feed cables, which start to overlap on each other when the gap distance is less than 

72mils. 

In general, the width of the dipole controls the input impedance of the 

antenna. Hence it is the key parameter that determines the impedance bandwidth of 

the antenna. Simulations show that we get excellent impedance match at w=250mils. 

The return loss is around -18 dB at this value of width. The length (l) of the two poles 

is given by ( ) / 2l L g= - . Hence the value of l is around 1.5mm. Upon parametric 

analysis, shown in table 4.2, it was found that the antenna’s return loss was best at 

l=1.4mm. Hence the finalized parameters for the antenna element are: 

l = 1.4mm 

w = 25mils 

g = 72mils 

Feed offset = 36mils   

Since the physical design parameters of the sensor antennas have been 

finalized, simulation of the antenna in HFSS was done to observe the performance of 

the antenna element. Figure 4.4 shows the returnloss and beampattern of the dipole 

computed by HFSS. The dipole has been observed to have a good return loss in the 

frequency band of interest. In order to verify the results we fabricated and tested the 
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dipole before going ahead with the development of the subarray. The RT/Duroid 

5870 of dielectric constant 2.33 and thickness 60 mils, was used as the substrate. The 

toplayer contained the printed dipole structure of the dimensions given above. The 

bottom layer contained the feed structure which includes a 5250BL15B100 chip 

balun(appendix D) manufactured by Johansson Technologies. Although the balun’s 

operating frequency is only from 5150MHz to 5350MHz, its characteristics are 

acceptable from 4.5GHz to 6GHz. Figure 4.4 shows the extended return loss 

characteristics of the balun. Care was taken to maintain a reasonable distance between 

the SMA connector and the printed dipole. This is done in order to reduce the 

interference of the SMA connector with the radiation pattern of the dipole as the 

connector’s size is comparable to the antenna length. Figure 4.5 Shows the top and 

bottom layers for the dipole antenna, designed in Altium Protel PCB designer. The 

design is exported as gerber files which is used to mill out the antenna on a PCB 

board using the LPKF C60 PCB mill.     

 

Figure 4.4: The simulated Beampattern and Returnloss of the Rectangular dipole 
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Figure 4.4: The simulated Beampattern and Returnloss of the Rectangular dipole(contd) 

 

     

Figure 4.5 Top and Bottom layers of the rectangular dipole 

The next stage was testing the antenna. A detailed testing methodology is 

described in appendix A. Upon testing this version of the dipole, it was found that the 

return loss performance was very poor and the radiation pattern was also 
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unsatisfactory. So, further analysis was performed on the antenna board to 

troubleshoot the problem. It was found that the traces used for feeding the dipoles 

from the balun had very high impedance as compared to the required 50W. This 

basically reflected the feed signals before it reached the dipole feed points.  This had 

to be corrected. Since a 50W microstrip line was not possible in the bottom layer, the 

use of coplanar waveguide structure with finite width ground plane (FW-CPW) was 

adopted to design the 50W feed lines. The impedance offered by a FW-CPW is 

computed by the equation 

0

eff
Z

Cc

e
=

¢
 

And,   
0

eff

C
C

e =   

Where 0Z is the impedance, c¢is the velocity of light in free space, C is the 

capacitance per unit length of the line and 0C is the capacitance per unit length in the 

absence of the dielectric. Computation of the values of C and 0C  is discussed in detail 

in [36]. A MATLAB program based on these calculations is given in appendix C for 

reference. The computed dimensions for a near 50W FW-CPW is as follows: line 

width=50mils; ground plane width = 100mils; spacing=5mils.  
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Figure 4.6: Top and Bottom Layers of the dipole antenna with the modified feed structure 
 

The new antenna design is shown in figure 4.6. When this antenna was tested, 

it was found to have a very good return loss characteristics and a consistent 

beampattern. The results are shown in figure 4.7 

 

Figure 4.7: Measured Return loss and Beampattern of the new dipole 
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The measurements have a decent correlation with the simulations. The return 

loss is slightly worse in the measurements since the balun used in measurements is 

not an ideal one which is used in simulations. Moreover, the effect of reflections from 

the SMA connectors could not be perfectly simulated. So the next step was to build 

the array with these sensor elements. The dimensions of the sensor elements remain. 

The subarrays are designed by arraying these elements in accordance with the 

configurations developed by the MATLAB model, discussed in the previous section. 

Arraying of sensors can be done in two ways: E-plane arraying and H-plane arraying. 

Figure 4.8 displays the directions of the E-fields and H-fields in the dipole antenna 

element. Arraying the antenna along the E Field direction is called E field arraying 

and the other is called H field arraying .This is also illustrated in figure 4.8. The 

arraying along the x axis consists of 5 dipoles separated by 0.52l . Since each 

dipole’s length is close to the inter element spacing of 0.52l , it is not possible to 

have an E-plane array in the x direction. Therefore, the subarray has a 5 element H-

plane array along the x axis and a 2 element E-plane array along the y axis.  
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(a)                                                           (b) 

                          (c) 

Figure 4.8: (a) E-field and H-field directions (b) H-field array (c) E-field array 

 

This subarray architecture is used to design a simulation model where the 

complete array system with subarray rotation was simulated using Ansoft HFSS. The 

results from the simulation are shown in the figure 4.9.  

     
Figure 4.9: Simulated returnloss and the beam pattern for the overall rectangular dipole array 
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The fabrication procedure of the subarrays is similar to that of the single 

dipoles discussed earlier. Even in this architecture, we have the coplanar wave guides 

to feed the dipoles from the baluns without any signal loss. Figure 4.10 displays the 

fabricated antenna during measurements. 

 
 

 
 

Figure 4.10: The fabricated antenna subarray used for testing 
 

Testing of all three subarrays simultaneously is cumbersome, due to the 

instability of the support structure in maintaining the exact rotation angles and 

separations throughout the measurements. This issue arises because the testing stand 
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holds has to hold the subarrays in a vertical fashion perpendicular to the ground. 

Whereas, in the field experiments in Greenland, this antenna array structure will be 

rested flat on a horizontal frame to hold the positions and angles while it is moved on 

the dry snow. Hence the final structure will be stable. So while testing the subarrays 

in the labs, we could only test subarrays individually. Then principles of 

mathematical beam processing discussed in chapter 3 were used to combine the 

patterns of all three subarrays to obtain the overall integrated patterns.  

The measurements were taken as described in appendix A. Preliminary 

measurements showed that the return loss characteristics of the subarray was 

excellent. But the beampattern was severely distorted.  So steps were taken to 

troubleshoot this anomaly. The antenna dimensions were checked and the design 

parameters were identical to the simulation model. So, it was assumed that the 

problem was not with the antenna design. Next, the feed network was analyzed 

thoroughly. The feed network consists of a 12 way power splitter, which has two 

terminals terminated with matched loads. Then ten 120inch Astrolab coaxial cables 

connected the power splitter outputs to the ten balun inputs. Since the balun feed 

structure was already analyzed and verified during the testing of the dipole, it was 

concluded that it was not the cause of this problem. The power divider outputs also 

quite accurate and phase matched. So the problem was found to be with the 10 

coaxial cables.  

The cable manufacturers have specified that the cables can have upto 

1%± error in length, which can vary from -1.2inchs to 1.2inches, an effective error of 
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about 60mm. In general cases where the frequency of operation is below 1 GHz, this 

error does not play a major role. Using the linecalc, feature of Agilent ADS, which is 

used to design transmission lines, it was found that, at 5GHz, an error of 0.5mm could 

add a phase error of 5° . So, total variation of a possible 60 mm in the lengths of the 

feed cables will produce anomalous variations in phase. But the array elements need 

to be fed with equi-phase signals. The cables were then characterized thoroughly, and 

their insertion phases were measured.  A wide variation of phase errors of the order of 

150° was observed between the cables. To compensate for this error in the cables, 

different combinations of SMA male to male, and male-female connectors were 

characterized for their insertion phase and appended to the cables to correct for the 

phase errors caused by the cables. Appending these connectors reduced the phase 

errors to 40° , which was also quite large, but considerably better than the previous 

case. The phase match was best around a small bandwidth around 4900MHz. So with 

this minor change in the setup, the subarrays were tested again. 

Even with the phase correcting effect, the beampatterns were slightly distorted 

due to the residual phase errors. These residual phase errors were measured from the 

feed network and fed into the HFSS simulation model. The beampatterns from the 

simulations and the measurements were then compared. It was found that they 

matched reasonably well. Around 4900MHz, the pattern was the best, due to the 

minimal phase error. A mathematical subarray processing of these data revealed that 

the grating lobes were efficiently suppressed when the phases were reasonable 

matched at 4900MHz. The suppression was around 18dB, close to the 20dB predicted 
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by HFSS. The analysis and comparison is shown in figure 4.11. The figure 4.11 

compares the simulated and the measured results at 4900MHz, where the residual 

phase errors from the cables were minimal. With the building up of the prototype 

model, we have come to know that the subarray rotation technique works efficiently, 

if the proper inputs are given to the array. With this confidence, the work of designing 

the 600MHz antenna was started. 

 
(a) 

 
                                        (b)                                                                              (c) 

Figure 4.11: (a) comparison of the simulated and the measured return loss; (b) 
Comparison of the simulated and measured beampattern of a subarray; (c) The overall 

beampattern of the array after including subarray rotation. 
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4.5 The 600MHz Model 

 Since the 5GHz prototype antenna array worked quite well, it was decided to 

use the same design and scale up to work at 600MHz.  Hence it was scaled up by a 

factor of 600

5

8.33MHz

GHz

l
l

= . Then the optimizations were performed to achieve the design 

goals. But this antenna’s main purpose is to map the internal layers at the dry snow 

region. So During application, the antenna would be radiating directly into the ice. 

The setup is shown in figure 4.12. All the simulations and testing done so far did not 

take the effect of snow on the antenna. So in the final optimizations, it was necessary 

to add snow’s dielectric properties on the radiating half space of the antenna. 

 The effect of adding snow in the simulations had some drastic effects. The 

inclusion of snow basically reduces the radiation resistance and it is easier to obtain 

an impedance match. So the return loss performance of this setup was largely 

improved. But  

the radiation pattern of the new setup suffered a break-up at the main lobe. This was 

mainly due to the dielectric property of the snow. Since the dielectric constant of the 

snow is 1.7, the wave length of the propagating wave gets reduced to 

1.7
air

snow
ll = . Therefore, it is expected that the pattern bandwidth should decrease 

when the effect of snow is added to the simulations. It is also quite known that the 

current standing wave pattern of a regular finite length dipole starts splitting up as 

2l l> [33], where l is the length of the dipole. The length of the dipole is 
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approximately 1.72 2
air snowl l= . Therefore the beam pattern starts splitting up in 

the presence of ice. Therefore the rectangular printed dipole array design could not be 

used further for use in snow.  

 

Figure 4.12: Radiation setup of the antenna 

Therefore, alternate designs for the antenna were studied. It is quite well 

known that the current distribution and the radiations in the antenna occur only along 

the edges of the structure [33,34]. So the new design needed to be of a different 

shape, so that the current distribution along the edges are altered significantly so that 

the pattern bandwidth of the antenna is not affected in the frequency band of interest.  

A number of designs were considered, before we found that the elliptical 

dipole antennas had very good impedance and pattern bandwidth. The design was 

based on a discussion by Hans Schantz in [30]. In his design the author introduces the 

elliptical dipoles as a well-matched, high efficiency radiator and receiver of wideband 

RF energy. These dipoles had a differential input impedance of 100W. So the could 

easily be fed by two 50W coaxial cables. The elliptical elements gave a better match 
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and better pattern bandwidths, due to its oblong form factor and gradual taper. As in 

the previous case, the total length of the antenna determines the center frequency and 

is approximately equal to 2
l . The study conducted by Schantz [35] concluded that 

the minor axis must be greater than 0.2l for good return loss characteristics. The 

eccentricity of the antenna controls the bandwidth and the impedance match of the 

dipole. As the eccentricity increases, the return loss gets better. But this causes a 

decrease in the bandwidth of the antenna.  

The author used a RO4003 substrate of dielectric constant 3.0 at frequencies 

3GHz. The required center frequency of our antenna is 600MHz. So when the 

Schantz’s antenna design was scaled, up to 600MHz, we used a polycarbonate 

substrate of dielectric constant 2.5. The choice of the poly carbonate dielectric is due 

to the low cost, high stability and closeness of dielectric properties with Schantz’s 

antenna. The polycarbonate substrate had a thickness of 1.2 cm. The length was 

scaled up to 2
l . Then a parametric analysis was performed to determine the value of 

eccentricity value required for our purpose.   

Our requirement is that the antenna should have good performance 

characteristics from 550MHz to 650MHz. This is not a very large bandwidth as 

compared to the capabilities of the elliptical dipole. So the band width is not an issue 

here. The only trade off is between the impedance match and the width of the dipole. 

It was noted earlier that higher eccentricity produced better match. But it increased 

the width of the dipoles. Increasing the dipole width will be a problem when the 
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subarrays are rotated and aligned, as the broad width of the end dipoles in the 

subarray may overlap. Hence it was decided to settle with an eccentricity of 0.98. The 

dimensions and the alignment of the dipole elements in a subarray is shown in the 

figure 4.13. The HFSS simulations of the dipole with the effect of snow indicated 

excellent impedance and pattern bandwidth in the frequency of operation. The results 

from the simulations of the single dipole is shown in figure 4.14 

 

Figure 4.13: Autocad image of the final 600MHz subarray with dimensions 
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Figure 4.14 : simulation results of a single elliptical dipole 

So the next stage was to design and simulate the overall array characteristics 

with the subarray rotation. HFSS has two methods for simulating the arraying 

characteristics of an antenna. One is the default array set up menu, where a single 

dipole is simulated and the result from the single element is extrapolated with the 

array factor. But this method is not very accurate as it does not compute the mutual 

coupling between the elements. So the complete finite element method (FEM) 

simulation for the full array system is preferred for accurate results.  The HFSS 

simulation model is shown in figure 4.15. One drawback of the FEM method is the 

time and resources required for computation. The computation of the results of the 

final array required more than 130GB of space and nearly 2 weeks of time, with a 

memory utilization of about 24GB. The simulation results of this model has indicated 

excellent return loss characteristics and good grating lobe suppression. Figure 4.16 

exhibits the simulation results. 
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Figure 4.15: The HFSS simulation model of the overall array 

  

Figure 4.16: Simulated return loss and beam pattern at 650MHz for the HFSS model 
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The fabrication of the array required the exporting of the design from HFSS in 

an AutoCAD DXF format. Later, the copper sheets were precisely tooled to match the 

exact elliptical shape in the design. Once the copper plates were machined out, they 

were aligned and fixed on to the poly carbonate substrate, with the help of screws. 

The center fed dipoles, required SMA connectors inserted from the bottom layer to 

the feed points, which were at 2mm from the edge of the ellipses. The Minicircuits 

ZFSCJ-2-4 180o hybrid power splitters were used as baluns for the dipoles. The 

baluns were attached to on to the bottom layer of the polycarbonate, midway between 

two adjacent dipoles. A low impedance conducting bridge was necessary to connect 

the outer conductors of the feed cables, to eliminate imbalances produced by the 

varying currents in the outer conductors.  Figure 4.17 shows the fabricated subarray 

which was used for testing. 

 
Figure 4.17: The final fabricated subarray model during testing 
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Again testing three subarrays simultaneously in the labs was not possible due 

to the size, and stability issues of the antenna when mounted on the vertical axis. So a 

single subarray was built and tested. The antenna feed network consisted of the 

outputs of a 2 way power divider (Minicircuits ZFSC-2-4) attached to two 8 way 

power splitters (Broadwave 151-040-008). 10 output ports from the resulting 16 way 

splitter were used to feed the baluns. The unused ports were terminated with matched 

loads. The outputs of the baluns were attached to the antenna feed points by using 

equal length coaxial cables designed in the labs.  The results were processed using 

mathematical array processing with subarray rotation to obtain the final beams of the 

overall array system. The processed results from the measurements are shown in 

figure 4.18. The measured patterns were compared with the subarray simulation 

results without the snow effect.  
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                     (a) Return loss comparison                                                     (b) Measured Return loss 

  
                    (c) H-plane @ 650MHz                                                        (d) H-plane(rotated) @ 650MHz 

 

 
                     (e) H-plane @ 600MHz                                                      (f) H-plane(rotated) @ 600MHz 
 

Figure 4.18: Measured results 
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                    (g) H-plane @ 550MHz                                                          (h) H-plane @ 550MHz 

 
                    (i) E-plane @ 650MHz                                                            (j) E-plane @ 600MHz 

 
(k) E-plane @ 550MHz 

 
Figure 4.18: Measured results (contd) 
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(l) Overall processed beam @ 650MHz 

 
(m) Overall processed beam @ 600MHz 

 

 
(n) Overall processed beam @ 550MHz 

 
Figure 4.18: Measured results (contd) 
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The measured results were compared with the simulated results of the 

subarray in the absence of snow. The results show a positive match between the 

measured and simulated results in terms of beam pattern. The measured return loss of 

the subarray has exhibited a very good impedance match. The return loss of around -

25dB is observed in frequency band of interest, which even better than the simulated 

results. One more positive point about the results is the fact that the return loss is less 

than -10dB over a very large bandwidth, ranging from 100MHz to 900MHz.  

The processed beampatterns have exhibited excellent directivity. A 3dB beam 

width of 6.5 degrees was observed in the main lobe. The first sidelobes occur at 

around -14dB. We also observe a grating lobe suppression of around -19dB very 

close to the predicted -20dB suppression.    
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CHAPTER 5 

CONCLUSIONS 

 

5.1 Conclusions 

The motivation of this thesis was to develop an antenna array system, capable 

of fine resolution mapping the deep internal layers and the ice-bed interfaces in the 

dry snow zones in the polar regions. We studied in detail about the degrading effects 

of scattering and attenuation on polar remote sensing measurements. Later it was 

justified that an antenna array of high directivity and sharp main beam was required 

for this purpose. An analysis of the dielectric characteristics of the dry snow regions, 

enabled us to locate a range of frequencies where the attenuation remained constant, 

due to the dielectric constant variation shown in figure 2.2.  Since Raleigh scattering 

is insignificant over the dry snow regions, it was shown that frequencies around 

600MHz suited our purpose. Hence, we designed an array system that worked from 

550MHz to 650MHz.  

  When, various array design techniques were analyzed in detail, it was found 

that when sharper main beams were the objective of the array designer, then the 

grating lobes started creeping up the visible region, thereby degrading the results. 

Hence methods to suppress the grating lobes were studied carefully. It was decided to 

employ the technique of subarray rotation in order to suppress these grating lobes. 

The design of the complete array was finalized by analyzing the patterns generated by 
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various configurations, in a MATLAB theoretical model. We then decided to used 

three 5x2 subarrays, in a 3x1 main array, with the rotation angles of -10, 0 and 10 

degrees imparted on each subarray.  

A prototype model of the array was designed to work at 5GHz, using simple 

planar rectangular printed dipoles as the sensor elements. The design of a single 

element was based on HFSS parametric analysis, where the dimensions of the 

element were optimized to work at 5GHz. Due to the high frequency of operation, 

there were some design issues during fabrication and testing, discussed in chapter 5. 

These were corrected by designing a coplanar feed structure and phase adjusting 

adapters at the coaxial feeds to the baluns. The measured results were in accordance 

with the simulated results, when the phases were matched.  

The success and the lessons learnt from the prototype array, gave us 

confidence to build the final array. But the final array needed to be built so that it 

works on dry snow environment, rather than the free space used in the prototype 

simulations. Eventhough a direct scaling of the prototype yielded a good impedance 

bandwidth, it had a poor pattern bandwidth in dry snow ice environment. Hence 

alternate designs were considered and the design of elliptical dipoles was chosen for 

the antenna elements due to its excellent impedance and pattern bandwidth 

characteristics. The design was further optimized using HFSS parametric analysis to 

maximize the gain and minimize the return loss.  

The final array was built using these elliptical dipole elements and tested for 

patterns and return loss characteristics. Subarray rotation processing was performed 
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on the measured patterns and a 20dB suppression of grating lobes was observed in the 

measurements. The measured impedance bandwidth of the final array was excellent 

over a very broad band from 100MHz to 950MHz.  

Thus we were successful in developing an antenna array system that meets or 

exceeds all our design goals required for the fine resolution mapping of the dry snow 

regions in the polar regions.  

 

5.2 Future work 

 We have demonstrated a technique that could be used to form sharp radiation 

patterns, suppressing the resultant grating lobes successfully. But our subarray 

configurations are only 5x2. HFSS and MATLAB simulations show exceptional 

results when the number of elements in the x and y directions are increased. This is 

due to the phenomenon where the resulting low rotated sidelobe patterns suppress the 

grating lobes further. But such a structure will be quite big at our operating 

frequencies. But such configurations are very much possible under high frequencies. 

So these configurations could be used for satellite remote sensing to achieve a high 

degree of accuracy. But for these configurations to be built at high frequencies, we 

need to incorporate a printed power distribution network, to eliminate the possible 

phase errors that were observed in our 5GHz prototype. 

 Further, when more robust antenna elements like the tear drop dipoles are 

used with subarray rotation we can obtain larger bandwidths and flatter return loss 

responses. Research also needs to be done on the development of thinner antenna 
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elements, that would reduce the unwanted mutual coupling and make the rotation 

process more flexible. These could result in the building of efficient array 

configurations in terms of performance and size, so that they can be used in UAVs to 

map remote inaccessible areas in the polar regions. 
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APPENDIX A 

MEASUREMENT TECHNIQUES 

 

A.1 Introduction 

 In this section, we discuss the measurement techniques used by us for 

characterizing the antenna array’s performance in terms of return loss and beam 

pattern. Strictly speaking, antenna characterization measurements should be taken in a 

reflection free environment like anechoic chamber. Due to the lack of such a facility, 

the measurements were taken in an environment close to free space. Due to this 

drawback, we encounter a lot of unwanted reflections from the many objects in the 

test environment, like the ground, trees, test equipments, buildings etc.  These 

reflections have a significant impact on the measured values, distorting the true nature 

of the results. Later in this section, we discuss an algorithm used in the 

characterization of the antenna array, to eliminate the effect of these unwanted 

reflections.  

 The measurement of the beampattern of the final array was done in an indirect 

manner, since it was not possible to characterize the complete array with three 

subarrays installed simultaneously. So, special arrangements were done while taking 

the measurement of the beampatterns to help us compute the overall beam pattern. 

This is also discussed in detail in this section. 
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A.2 Return-loss Characterization 

 The first important parameter that is measured in an antenna characterization 

is the antenna’s impedance bandwidth. In this band of frequency, where the 

impedance match occurs, the return loss from the antenna is very low. The 

measurement of return loss of an antenna gives us an idea of the operating bandwidth.  

 

Figure A.1: Return loss Measurement setup 

The setup used for measurement of the return loss is shown in figure A.1. 

Since the return loss is calculated by the amount of power that is reflected back to the 

input port of the network analyzer, even reflections from nearby objects will add up at 

this port, thus distorting the actual values. The major source of unwanted reflection is 

the ground. If the ground is wet, then its effect is more severe. So, the test antenna is 

mounted high above the ground, to limit the ground reflections. Care must be taken to 

make sure that the test antenna is not in close proximity with any possible reflecting 
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objects. Since the network analyzer it self is a good source of reflection, as an object, 

we should make sure long feed cables are used in order to make sure that the antenna 

is spaced at a considerable distance from the network analyzer. The network analyzer 

is calibrated at the end of the feed cable, for the frequency range under test. This 

cable feeds the power divider network that is attached to the antenna array. The 

antenna is made to radiate into free space, and averaging is done with a number of 

return measurements to record the return loss. Post processing is done later to 

suppress distortion caused by unwanted reflections.  

 

A.3 Beampattern Measurement 

 The beampattern measurement for a test antenna is done with the help of a 

calibrated probe antenna, since we already know its characteristics. The probe 

antenna used for the pattern measurement of the 5GHz prototype was the ETS 3115 

double ridged horn antenna. The PRISM TEM horn antenna was used for the pattern 

measurement of the final antenna array. The basic idea of the pattern measurement is 

to move the probe antenna around the test antenna and measure the received power at 

each sample point. Alternatively, we can have the probe antenna stationary and rotate 

the test antenna about its axis. Since the latter method involves easier and is less error 

prone than the former, it was used in measuring the beampattern of the antenna 

arrays. The test antenna was rotated with 3°  increments in the rotation angles to 

obtain the accuracy needed to do the pattern multiplication. But, angle increments of 

around 2°  degrees are required for better accuracy. But setting up such a small 
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incremental angle is quite cumbersome and will yield a lot of error in the process. So 

the received powers at 3°  increments are spline interpolated to achieve finer angles.    

 

Figure A.2: Pattern Measurement setup 

 The distance of separation between the two antennas should be at least
22D

l
, 

where D is the maximum aperture length and l is the wave length corresponding to 

the maximum operating frequency. This is required in order to ensure that we are 

measuring the far field pattern of the test antenna in measured. Figure 2 shows the 

setup used for the pattern measurement. The two antennas are connected by 240 inch 

test cables to the two ports of a network analyzer. The radiated power at each sample 

point is measured by recording the S21 of the test system at incremental angles. The 

final pattern is obtained by plotting the received power at a single frequency, over 

different angles.  
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 The E and H-plane patterns can be obtained by repeating the procedure given 

above with the test and probe antennas rotated along its perpendicular axes at suitable 

angles corresponding to the E and H fields. Such adjustments in position, angle and 

rotations are highly cumbersome when all three subarrays are tested simultaneously. 

This is mainly attributed to the instability of the support structure in maintaining the 

relative angles of subarray rotation throughout the process of pattern measurement. 

So the characterization of the overall array was done using indirect methods. First, the 

E and H-plane patterns of the antennas were obtained at subarray rotation angles of 

0° ,-10°  and 10° . Later, during post processing these measurements were 

incorporated in (3.42), to obtain the patterns of the overall array. Figure 3 shows the 

various rotation angles used for measuring the pattern. 

 

Figure A.3: Various Antenna configurations used during pattern measurement 
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A.4 Time Gating 

 Characterization of the antenna in open space is marred by unwanted 

scattering and reflections from the ground and other objects like trees, statues, 

buildings etc, in the test environment. When the network analyzer sums up all these 

multi-path reflections along with the required antenna’s direct radiated path, the end 

result is a distortion in the pattern, which leads to inaccurate results. So these multi-

path components need to be filtered out to obtain precise results. We employ a 

process called time gating in post processing to counter the degradation due to these 

multi-path reflections.   

  The network analyzer records the scattering parameters in the frequency 

domain. During post processing, an IFFT is performed on this frequency domain data, 

to convert it to time domain. One the data is interpreted in time domain, we can 

distinguish the antenna radiation from the multi-path reflection components easily, as 

each reflection occurs with a time delay. We use windowing to gate only the required 

antenna signal, rejecting the reflections. We then use this gated data to form the 

accurate pattern.  
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APPENDIX B 

MATLAB Pattern Analysis  

Table B.1: Summary of configurations under test 
 Main 

Array 
Sub 

array 
No of 

sensors 
Rotation 

Angle 
(deg) 

Beam 
width 
(deg) 

SLL 
(dB) 

Grating 
lobes (dB) 

1 3x1 6x1 18 0 6 -13.5 -25 

2 3x1 6x2 36 0 6 -13.5 -25 

3 3x1 5x2 30 10 7 -14 -22 

4 2x2 4x4 64 40 11 -17 -27 

5 2x2 6x2 48 30 9 -15 -23 

6 2x2 6x2 48 17 9 -14 -23 

7 2x2 4x3 48 30 9 -14 <-25 

8 2x2 5x2 40 32 9 -14 -24 

 

 
Figure B.1: 3x1 Main array, 6x1 Subarray 0° rotation 
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Figure B.2: 3x1 Main array, 6x2 Subarray 0° rotation 

 

 
Figure B.3: 3x1 Main array, 5x2 Subarray 10° rotation 
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Figure B.4: 2x2 Main array, 4x4 Subarray 40° rotation 

 

 
Figure B.5: 2x2 Main array, 6x2 Subarray 30° rotation 
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Figure B.6: 2x2 Main array, 6x2 Subarray 17° rotation 

 
Figure B.7: 2x2 Main array, 4x3 Subarray 30° rotation 
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Figure B.8: 2x2 Main array, 5x2 Subarray 32° rotation 
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APPENDIX C 

MATLAB CODE 

1. Subarray Rotation GUI 

%Interactive GUI for Subarray Beamforming  
%by Sundara Vadivelu  
  
function  beampattsub3p(action,in1,in2);  
clc  
if  nargin<1,  
    action= 'start' ;  
end ;  
global  BP_DAT 
if  strcmp(action, 'start' ),  
    %====================================  
    % Graphics initialization  
    oldFigNumber = watchon;  
    figNumber = figure;  
    
%************************************************** ***************** 
Beampattern plot size  
    
%************************************************** *****************  
    bp_x  = 1.5/35;        % LHS margin  
    bp_w  = 22/35;        % BP width  
    bp_y0 = 2/25;      % lower margin  
    bp_yt = 1/25;      % top margin  
    bp_h  = 5/25;        % BP height  
    bp_delta = (1-4*bp_h-bp_y0-bp_yt)/3;  
    bp_yd = bp_h+bp_delta;     % y offset to next plot between plots  
    h1=axes( 'position' ,[bp_x bp_y0+0*bp_yd bp_w/1.5 2*bp_h])  
    h2=axes( 'position' ,[bp_x bp_y0+2.0*bp_h+1.5/25 bp_w/1.5 
2.0*bp_h] );  
    h3=axes( 'position' ,[bp_x+bp_w-4/35 bp_y0+11/25 bp_w/1.5 
2.0*bp_h]);  
    h4=axes( 'position' ,[bp_x+bp_w-5.5/35 bp_y0 bp_w/2.8 1.4*bp_h]);  
    
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
Default pattern setup; Parameters discussed in docu mentation  
    
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    Nm = 2;  
    Mm =1;dmx=3;dmy=1;  
    Nd = 3;Md =1;dx=0.5;dy=0.5;  
    x=0;ang=0;f=600;f1=[20 10 15];  
    
%************************************************** *****************  
Main buttons dimensions  
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%************************************************** *****************  
    but_x  = 26.5/35;     % x offset  
    but_y0 = 2.2/25;      % y off set  
    but_xd = 5/35;        % x offset to next button  
    but_w  = 3/35;        % button width  
    but_h  = .75/25;      % button height  
    m_color =[0.701961 0.701961 0.701961];  
    it_color = [0.5 0.5 0.5];  
    b1 = uicontrol( 'Parent' ,gcf,  'Units' , 'normalized' ,  
'BackgroundColor' ,m_color,  'Callback' , 'beampattsub3p(''redraw'')' , 
...  
        'Position' ,[but_x but_y0 but_w but_h],  'String' , 'Beam' );  
    b2 = uicontrol( 'Parent' ,gcf,  'Units' , 'normalized' ,  
'BackgroundColor' ,m_color,  'Callback' , 'beampattsub3p(''done'')' , 
...  
        'Position' ,[but_x+but_xd but_y0 but_w but_h],  
'String' , 'Quit' );  
    
%************************************************** *****************  
Parameter Edit  
    
%************************************************** *****************  
    f_x  = 24.6/35;        % frame x offset  
    f_y0 = 3/25;           % frame  
    f_w  = 11/35;          % frame width  
    f_hi = 6/25;           % frame unit height,  
    th = 0.7/25;           % text height  
    ew = 1.5/35;            % edit box width  
    
%++++++++++++++++++++++++++++++++++++++++++++++++++ +++++++++++++++++  
Array Parameters  
    
%++++++++++++++++++++++++++++++++++++++++++++++++++ +++++++++++++++++  
    p_color = [0.6 0.6 0.6];  
    f1 = uicontrol( 'Parent' ,gcf,  'Units' , 'normalized' ,  
'Style' , 'Frame' ,  'BackgroundColor' ,p_color, ...  
        'Position' ,[f_x+1.25/25 f_y0+0/25 f_w-2/25 f_hi]);  
    t1_2 = uicontrol( 'Units' , 'normalized' ,  'Style' , 'text' ,  
'BackgroundColor' ,p_color,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+2/35 f_y0+5/25 4/35 th],  'Horiz' , 'left' , ...  
        'String' , 'Nm X Mm     :' ,  'Interruptible' , 'off' );  
    e_Nm = uicontrol( 'Units' , 'normalized' ,  'Style' , 'edit' ,  
'BackgroundColor' , 'white' ,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+5/35 f_y0+5.12/25 ew th],  
'Horiz' , 'right' , ...  
        'Userdata' ,Nm,  'String' ,int2str(Nm), ...  
        'Callback' , 'beampattsub3p(''setNm'')' );  
    t1_3 = uicontrol( 'Units' , 'normalized' ,  'Style' , 'text' ,  
'BackgroundColor' ,p_color,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+6.65/35 f_y0+5/25 3/35 th],  
'Horiz' , 'left' , ...  
        'String' , 'X' ,  'Interruptible' , 'off' );  
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    e_Mm = uicontrol( 'Units' , 'normalized' ,  'Style' , 'edit' ,  
'BackgroundColor' , 'white' ,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+7/35 f_y0+5.12/25 ew th],  
'Horiz' , 'right' , ...  
        'Userdata' ,Mm,  'String' ,int2str(Mm), ...  
        'Callback' , 'beampattsub3p(''setMm'')' );  
    t1_3 = uicontrol( 'Units' , 'normalized' ,  'Style' , 'text' ,  
'BackgroundColor' ,p_color,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+2/35 f_y0+4/25 5/35 th],  'Horiz' , 'left' , ...  
        'String' , 'dmx  :' ,  'Interruptible' , 'off' );  
    e_dmx = uicontrol( 'Units' , 'normalized' ,  'Style' , 'edit' ,  
'BackgroundColor' , 'white' , 'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+4/35 f_y0+4.12/25 ew th],  
'Horiz' , 'right' , ...  
        'Userdata' ,dmx,  'String' ,num2str(dmx, '%2.2f' ), ...  
        'Callback' , 'beampattsub3p(''setdmx'')' );  
    t1_4 = uicontrol( 'Units' , 'normalized' ,  'Style' , 'text' ,  
'BackgroundColor' ,p_color,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+6.5/35 f_y0+4/25 3/35 th],  
'Horiz' , 'left' , ...  
        'String' , 'dmy  :' ,  'Interruptible' , 'off' );  
    e_dmy = uicontrol( 'Units' , 'normalized' ,  'Style' , 'edit' ,  
'BackgroundColor' , 'white' ,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+8/35 f_y0+4.12/25 ew th],  
'Horiz' , 'right' , ...  
        'Userdata' ,dmy,  'String' ,num2str(dmy, '%2.2f' ), ...  
        'Callback' , 'beampattsub3p(''setdmy'')' );  
    t1_5 = uicontrol( 'Units' , 'normalized' ,  'Style' , 'text' ,  
'BackgroundColor' ,p_color,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+2/35 f_y0+3/25 3/35 th],  'Horiz' , 'left' , ...  
        'String' , 'Nd X Md     :' ,  'Interruptible' , 'off' );  
    e_Nd = uicontrol( 'Units' , 'normalized' ,  'Style' , 'edit' ,  
'BackgroundColor' , 'white' ,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+5/35 f_y0+3.12/25 ew th],  
'Horiz' , 'right' , ...  
        'Userdata' ,Nd,  'String' ,int2str(Nd), ...  
        'Callback' , 'beampattsub3p(''setNd'')' );  
    t5_1 = uicontrol( 'Units' , 'normalized' ,  'Style' , 'text' ,  
'BackgroundColor' ,p_color,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+6.65/35 f_y0+3/25 2/35 th],  
'Horiz' , 'left' , ...  
        'String' , 'X' ,  'Interruptible' , 'off' );  
    e_Md = uicontrol( 'Style' , 'edit' ,  'Units' , 'normalized' ,  
'BackgroundColor' , 'white' ,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+7/35 f_y0+3.12/25 ew th],  
'Horiz' , 'right' , ...  
        'Userdata' ,int2str(Md),  'String' ,int2str(Md), ...  
        'Callback' , 'beampattsub3p(''setMd'')' );  
    t_w = uicontrol( 'Units' , 'normalized' ,  'Style' , 'text' ,  
'BackgroundColor' ,p_color,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+2/35 f_y0+2/25 5/35 th],  'Horiz' , 'left' , ...  
        'String' , 'dx        :' ,  'Interruptible' , 'off' );  
    e_dx = uicontrol( 'Units' , 'normalized' ,  'Style' , 'edit' ,  
'BackgroundColor' , 'white' ,  'ForegroundColor' , 'black' , ...  
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        'Position' ,[f_x+4/35 f_y0+2.12/25 ew th],  
'Horiz' , 'right' , ...  
        'Userdata' ,dx,  'String' ,num2str(dx, '%2.2f' ), ...  
        'Callback' , 'beampattsub3p(''setdx'')' );  
    t_w1 = uicontrol( 'Units' , 'normalized' ,  'Style' , 'text' ,  
'BackgroundColor' ,p_color,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+6.5/35 f_y0+2/25 3/35 th],  
'Horiz' , 'left' , ...  
        'String' , 'dy        :' ,  'Interruptible' , 'off' );  
    e_dy = uicontrol( 'Units' , 'normalized' ,  'Style' , 'edit' ,  
'BackgroundColor' , 'white' ,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+8/35 f_y0+2.12/25 ew th],  
'Horiz' , 'right' , ...  
        'Userdata' ,dy,  'String' ,num2str(dy, '%2.2f' ), ...  
        'Callback' , 'beampattsub3p(''setdy'')' );  
    t_x = uicontrol( 'Units' , 'normalized' ,  'Style' , 'text' ,  
'BackgroundColor' ,p_color,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+2/35 f_y0+1/25 5/35 th],  'Horiz' , 'left' , ...  
        'String' , 'Rot Angle :' ,  'Interruptible' , 'off' );  
    e_x = uicontrol( 'Units' , 'normalized' ,  'Style' , 'edit' ,  
'BackgroundColor' , 'white' ,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+6/35 f_y0+1.12/25 ew th],  
'Horiz' , 'right' , ...  
        'Userdata' ,x,  'String' ,int2str(x), ...  
        'Callback' , 'beampattsub3p(''setx'')' );  
    e_ang = uicontrol( 'Units' , 'normalized' ,  'Style' , 'edit' ,  
'BackgroundColor' , 'white' ,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x-1.6/25 f_y0+6.1/25 ew-.75/35 th/1.5],  
'Horiz' , 'right' , ...  
        'Userdata' ,ang,  'String' ,int2str(x), ...  
        'Callback' , 'beampattsub3p(''setang'')' );  
    t_f = uicontrol( 'Units' , 'normalized' ,  'Style' , 'text' ,  
'BackgroundColor' ,p_color,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+2/35 f_y0+0.1/25 5/35 th],  
'Horiz' , 'left' , ...  
        'String' , 'Frequency(MHz) :' ,  'Interruptible' , 'off' );  
    e_f = uicontrol( 'Units' , 'normalized' ,  'Style' , 'edit' ,  
'BackgroundColor' , 'white' ,  'ForegroundColor' , 'black' , ...  
        'Position' ,[f_x+6/35 f_y0+0.12/25 ew th],  
'Horiz' , 'right' , ...  
        'Userdata' ,f,  'String' ,int2str(f), ...  
        'Callback' , 'beampattsub3p(''setf'')' );  
    BP_DAT = [Nm; Mm; dmx; dmy; Nd; Md; dx; x; 
h1;e_Nm;e_Mm;e_dmx;e_dmy;e_Nd;e_Md;e_dx; e_x; ang; e_ang;h2;f;e_f; 
h3;h4; e_dy; dy; ]  
    beampattsub3p( 'redraw' );  
    watchoff(oldFigNumber);  
  
elseif  strcmp(action, 'setNm' )  
    e_Nm=BP_DAT(10);  
    s=get(e_Nm, 'string' );  
    Nm=eval(s);  
    Nm=round(Nm);  
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    if  Nm<=0 
        Nm=1;  
    end  
    set(e_Nm, 'Userdata' ,Nm);  
    BP_DAT(1)=Nm;  
  
elseif  strcmp(action, 'setMm' )  
    e_Mm=BP_DAT(11);  
    s=get(e_Mm, 'string' )  
    Mm=eval(s);  
    Mm=round(Mm);  
    if  Mm<=0 
        Mm=1;  
    end  
    set(e_Mm, 'Userdata' ,Mm);  
    BP_DAT(2)=Mm;  
  
elseif  strcmp(action, 'setdmx' )  
    e_dmx=BP_DAT(12);  
    s=get(e_dmx, 'string' );  
    dmx=eval(s);  
    if  dmx<=0.1  
        dmx=0.1;  
    end  
    set(e_dmx, 'Userdata' ,dmx, 'String' ,num2str(dmx, '%2.2f' ));  
    BP_DAT(3)=dmx;  
  
elseif  strcmp(action, 'setdmy' )  
    e_dmy=BP_DAT(13);  
    s=get(e_dmy, 'string' );  
    dmy=eval(s);  
    if  dmy<=0.1  
        dmy=0.1;  
    end  
    set(e_dmy, 'Userdata' ,dmy, 'String' ,num2str(dmy, '%2.2f' ));  
    BP_DAT(4)=dmy;  
  
elseif  strcmp(action, 'setNd' )  
    e_Nd=BP_DAT(14);  
    s=get(e_Nd, 'string' );  
    Nd=eval(s);  
    Nd=round(Nd);  
    if  Nd<=0  
        Nd=1;  
    end  
    set(e_Nd, 'Userdata' ,Nd);  
    BP_DAT(5)=Nd;  
  
elseif  strcmp(action, 'setMd' )  
    e_Md=BP_DAT(15);  
    s=get(e_Md, 'string' );  
    Md=eval(s);  
    Md=round(Md);  
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    if  Md<=0  
        Md=1;  
    end  
    set(e_Md, 'Userdata' ,Md);  
    BP_DAT(6)=Md;  
  
elseif  strcmp(action, 'setdx' )  
    e_dx = BP_DAT(16);  
    s=get(e_dx, 'string' );  
    dx=eval(s);  
    if  dx<0.1  
        dx=0.1;  
    end  
    set(e_dx, 'Userdata' ,dx, 'String' ,num2str(dx, '%2.2f' ));  
    BP_DAT(7)=dx;  
  
elseif  strcmp(action, 'setdy' )  
    e_dy = BP_DAT(25);  
    s=get(e_dy, 'string' );  
    dy=eval(s);  
    if  dy<0.1  
        dy=0.1;  
    end  
    set(e_dy, 'Userdata' ,dy, 'String' ,num2str(dy, '%2.2f' ));  
    BP_DAT(26)=dy;  
  
elseif  strcmp(action, 'setx' )  
    e_x = BP_DAT(17);  
    s=get(e_x, 'string' );  
    x=eval(s);  
    set(e_x, 'Userdata' ,x, 'String' ,int2str(x));  
    BP_DAT(8)=x;  
  
elseif  strcmp(action, 'setang' )  
    e_ang = BP_DAT(19);  
    s=get(e_ang, 'string' );  
    ang=eval(s);  
    set(e_ang, 'Userdata' ,ang, 'String' ,int2str(ang));  
    BP_DAT(18)=ang;  
    beampattsub3p( 'beamdraw' );  
  
elseif  strcmp(action, 'setf' )  
    e_f=BP_DAT(22);  
    s=get(e_f, 'string' );  
    f=eval(s);  
    f=round(f);  
    if  f<=0  
        f=1;  
    end  
    set(e_f, 'Userdata' ,f);  
    BP_DAT(21)=f;  
%----------Two dimensional beampattern-----------  
elseif  strcmp (action, 'beamdraw' )  
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    Nm=BP_DAT(1)  
    Mm=BP_DAT(2);  
    dmx=BP_DAT(3);  
    dmy=BP_DAT(4);  
    Nd=BP_DAT(5);  
    Md=BP_DAT(6);  
    dx=BP_DAT(7);  
    dy=BP_DAT(26);  
    x=BP_DAT(8);  
    f=BP_DAT(21);  
    ang=BP_DAT(18);  
    h1=BP_DAT(9);  
    h2=BP_DAT(20);  
    h3=BP_DAT(23);  
    h4=BP_DAT(24);  
    Ns=Nm*Mm;  
    c=1;  
    ld=3e8/f/1e6;  
    dx=dx*.5;dy=dy*.5;dmx=dmx*.5; dmy=dmy*.5;  
    for  k= -(ceil(Ns/2)):floor(Ns/2)  
        a(c)=k*x/180*pi  
        c=c+1;  
    end  
    a=[-1 1 -1 1]*x/180*pi  
    s=1;  
    theta=-pi/2:pi/180:pi/2;  
    phi1=ones(1,length(theta))*ang/180*pi;  
    for  i1=1:length(theta)  
        for  j=1:length(phi1)  
            ux1(i1,j)=s*sin(theta(i1)).*cos(phi1(j) );  
            uy1(i1,j)=s*sin(theta(i1)).*sin(phi1(j) );  
            for  el=1:Ns  
                t=a(el);  
                uxs1(i1,j,el)=s*sin(theta(i1)).*cos (phi1(j)-t);  
                uys1(i1,j,el)=s*sin(theta(i1)).*sin (phi1(j)-t);  
            end  
        end  
    end  
    psix1 = 2*pi*(uxs1)*dx/ld;  
    psiy1 = 2*pi*(uys1)*dy/ld;  
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    for  el=1:Ns % for each subarray  
        bpn=zeros(length(phi1),length(phi1));bp1n=b pn;  
        for  k=0:Nd-1 % for each horizontal dipole  
            bpn=bpn+exp(i*psix1(:,:,el)*(k-(Nd-1)/2 ));  
        end  
        bpn=bpn/Nd;  
        for  k=0:Md-1 % for each vertical dipole  
            bp1n=bp1n+exp(i*psiy1(:,:,el)*(k-(Md-1) /2));  
        end  
        bp1n=bp1n/Md;  
        sbeam1(:,:,el)=bpn.*bp1n;  
    end  
    clear psix1  psiy1  uxs1  uys1 ;  
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    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    %main array  
    psix1 = 2*pi*(ux1)*dmx/ld;  
    psiy1 = 2*pi*(uy1)*dmy/ld;  
    for  row=1:Mm  
        el=(row-1)*Nm+1; % choosing the specific subarray  
        bpn=zeros(length(phi1),length(phi1));bp1n=b pn;  
        for  k=0:Nm-1  
            bpn=bpn+sbeam1(:,:,el).*exp(i*psix1*(k- (Nm-1)/2));  
            el=el+1;  
        end  
        bpn=bpn/Nm;  
        for  k=0:1-1  
            bp1n=bp1n+exp(i*psiy1*(k-(1-1)/2));  
        end  
        bp1n=bp1n/1;  
        lsbeam1(:,:,row)=bpn.*bp1n;  
    end  
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    for  col=1:1  
        bpn=zeros(length(phi1),length(phi1));bp1n=b pn;  
        for  k=0:1-1  
            bpn=bpn+exp(i*psix1*(k-(1-1)/2));  
        end  
        bpn=bpn/1;  
        for  k=0:Mm-1  
            bp1n=bp1n+lsbeam1(:,:,k+1).*exp(i*psiy1 *(k-(Mm-1)/2));  
        end  
        bp1n=bp1n/Mm;  
        mbeam1(:,:,col)=bpn.*bp1n;  
    end  
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    mbeam1=abs(mbeam1)/max(max(abs(mbeam1)));  
    Beam1 = 20*log10(mbeam1);  
    Beam1(Beam1<-30)=-30;  
    %%%%%%%%%%%%%%%%%%%%%%%%%%plots 
    fillc = 0.8*[1 1 1];  
    axes(h4);  
    plot(s*theta/pi*180,Beam1(:,1))  
    xlabel( '\theta' );  
    ylabel( 'Beampattern (dB)' )  
    title( 'Beampattern at \phi =       degrees' );  
    axis([-90 90 -30 0]);  
    grid on 
    drawnow;  
%----------Three dimensional beampattern-----------  
elseif  strcmp(action, 'redraw' ),  
    Nm=BP_DAT(1);  
    Mm=BP_DAT(2);  
    dmx=BP_DAT(3);  
    dmy=BP_DAT(4);  
    Nd=BP_DAT(5);  
    Md=BP_DAT(6);  
    dx=BP_DAT(7);  
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    x=BP_DAT(8);  
    ang=BP_DAT(18);  
    f=BP_DAT(21);  
    h1=BP_DAT(9);  
    h2=BP_DAT(20);  
    h3=BP_DAT(23);  
    h4=BP_DAT(24);  
    dy=BP_DAT(26);  
    Ns=Nm*Mm  
    c=1;  
    ld=3e8/f/1e6;  
    dx=dx*.5;dy=dy*.5;dmx=dmx*.5; dmy=dmy*.5;  
    for  k= -(ceil(Ns/2)-1):floor(Ns/2)  
        a(c)=k*x/180*pi;  
        k  
        c=c+1;  
    end  
    z=ceil(Ns/2)  
    a=[-1 1 -1 1]*x/180*pi;  
    s=1;  
    theta=-pi/2:pi/180:pi/2;  
    phi=0:pi/90:2*pi;  
    for  i1=1:length(theta)  
        for  j=1:length(phi)  
            ux(i1,j)=s*sin(theta(i1)).*cos(phi(j));  
            uy(i1,j)=s*sin(theta(i1)).*sin(phi(j));  
            for  el=1:Ns  
                t=a(el);  
                uxs(i1,j,el)=s*sin(theta(i1)).*cos( phi(j)-t);  
                uys(i1,j,el)=s*sin(theta(i1)).*sin( phi(j)-t);  
            end  
        end  
    end  
    dx/ld  
    psix = 2*pi*(uxs)*dx/ld;  
    psiy = 2*pi*(uys)*dy/ld;  
    Ns  
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    for  el=1:Ns % for each subarray  
        bp=zeros(length(phi),length(phi));bp1=bp;bp n=bp;bp1n=bp;  
        for  k=0:Nd-1 % for each horizontal dipole  
            bp=bp+exp(i*psix(:,:,el)*(k-(Nd-1)/2));  
        end  
        bp=bp/Nd;  
        bpn=bpn/Nd;  
        for  k=0:Md-1 % for each vertical dipole  
            bp1=bp1+exp(i*psiy(:,:,el)*(k-(Md-1)/2) );  
        end  
        bp1=bp1/Md;  
        sbeam(:,:,el)=bp.*bp1;  
    end  
    size(sbeam)  
    clear psix  psiy  uxs  uys  psix1  psiy1  uxs1  uys1 ;  
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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    %main array  
    psix = 2*pi*(ux)*dmx/ld;  
    psiy = 2*pi*(uy)*dmy/ld;  
    mabeam = sinc(1/pi*Nm*psix/2)./sinc(1/pi*psix/2 );  
    mabeam = mabeam.*sinc(1/pi*Mm*psiy/2)./sinc(1/p i*psiy/2);  
    mabeam = abs(mabeam)/max(max(abs(mabeam)));  
  
    for  row=1:Mm  
        el=(row-1)*Nm+1; % choosing the specific subarray  
        bp=zeros(length(phi),length(phi));bp1=bp;bp n=bp;bp1n=bp;  
        for  k=0:Nm-1  
            bp=bp+sbeam(:,:,el).*exp(i*psix*(k-(Nm- 1)/2));  
            el=el+1;  
        end  
        bp=bp/Nm;  
        for  k=0:1-1  
            bp1=bp1+exp(i*psiy*(k-(1-1)/2));  
        end  
        bp1=bp1/1;  
        lsbeam(:,:,row)=bp.*bp1;  
    end  
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    for  col=1:1  
        bp=zeros(length(phi),length(phi));bp1=bp;bp n=bp;bp1n=bp;  
        for  k=0:1-1  
            bp=bp+exp(i*psix*(k-(1-1)/2));  
        end  
        bp=bp/1;bpn=bpn/1;  
        for  k=0:Mm-1  
            bp1=bp1+lsbeam(:,:,k+1).*exp(i*psiy*(k- (Mm-1)/2));  
        end  
        bp1=bp1/Mm;  
        mbeam(:,:,col)=bp.*bp1;  
    end  
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    mbeam=abs(mbeam)/max(max(abs(mbeam)));  
    Beam = 20*log10(mbeam);  
    Beam(Beam<-30)=-30;  
    subeam=abs(sbeam(:,:,z))/max(max(abs(sbeam(:,:, z))));  
    suBeam = 20*log10(subeam);  
    suBeam(suBeam<-30)=-30;  
    maBeam = 20*log10(mabeam);  
    maBeam(maBeam<-30)=-30;  
    %%%%%%%%%%%%%%%%%%%%%%%%%%plots 
    fillc = 0.8*[1 1 1];  
    axes(h3)  
    p1=mesh(ux,uy,Beam);  
    xlabel( 'u_x' );  
    ylabel( 'u_y' );  
    title( 'Effective Beam' );  
    zlabel( 'Beampattern (dB)' )  
    grid on 
    colorbar  
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    axes(h2)  
    set(gca, 'CameraPosition' , [0 0 5])  
    p1=mesh(ux,uy,suBeam);  
    xlabel( 'u_x' );  
    ylabel( 'u_y' );  
    title( 'Subarray Beam' )  
    zlabel( 'Beampattern (dB)' )  
    grid on 
    axes(h1)  
    p1=mesh(ux,uy,maBeam);  
    xlabel( 'u_x' );  
    ylabel( 'u_y' );  
    title( 'Main Array Beam' );  
    zlabel( 'Beampattern (dB)' )  
    grid on 
    drawnow;  
    beampattsub3p( 'beamdraw' );  
elseif  strcmp(action, 'done' ),  
    close(gcf);  
    clear global  BP_DAT 
end  
 

2. FW-Coplanar waveguide calculation 

% Finite ground-coplanar waveguide calculation  
% by Sundara Vadivelu  
clc  
clear all  
eps=8.84e-12;  
s=input( 'S = ' );  
w=input( 'W = ' );  
g=2*s; %input('G = ');  
s=s*0.0254*1e-3;  
w=w*0.0254*1e-3;  
g=g*0.0254*1e-3;  
a=s/2;  
b=s/2+w;  
c=s/2+w+g;  
f=5; %input('freq(GHz) = ');  
l=3e8/f/1e9;  
h5=60*.0254*1e-3;  
  
%calculation of C0  
k=c/b*sqrt((b^2-a^2)/(c^2-a^2));  
kd=a/b*sqrt((c^2-b^2)/(c^2-a^2));  
C0=4*eps*ellipke(kd)/ellipke(k)  
  
%calculation of C1  
C1=0;  
  
%calculation of C2  
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C2=0;  
  
%calculation of C3  
C3=0;  
  
%calculation of C4  
C4=0;  
  
%calculation of C5  
er5=2.33;  
k5=sinh(pi*c/2/h5)/sinh(pi*b/2/h5)*sqrt(((sinh(pi*b /2/h5))^2-
(sinh(pi*a/2/h5))^2)/((sinh(pi*c/2/h5))^2-(sinh(pi* a/2/h5))^2));  
k5d=sqrt(1-k5^2);  
C5=2*eps*(er5-1)*ellipke(k5d)/ellipke(k5)  
  
%calculation of C  
C=C0+C1+C2+C3+C4+C5 
  
%calculation of epseff  
epseff=C/C0  
  
%calculation of Z0  
Z0=30*pi/sqrt(epseff)*ellipke(k)/ellipke(kd)  
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APPENDIX D 

DATASHEETS 

1.  5250BL15B100 5GHz Balun 
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2.  ZFSCJ-2-4 Two-way hybrid power splitter used as balun in 600MHz model 
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