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Abstract

Antennas are key components in a radar developmenfipr they are instrumental

is determining the clutter levels and the resolutio of the data collected in polar
expeditions. A high degree of accuracy can be ackid only through sensors
which have high gain and sharp beamwidths. When denna arrays are

developed to match these requirements, the occurrea of grating lobes in the
beampattern nullifies the advantages gained througlarraying. In this thesis we

analyze the use of subarray rotation techniques teffectively suppress the
grating lobes that develop during arraying, therebyachieving sharp beamwidths
and hence fine resolutions. The frequency of operian is 550 to 650MHz. Data
collected from various polar researches suggest thahe attenuation caused by
radar sounding in dry snow regions is minimal in ths frequency range. The aim
of this project is to create a planar antenna arraysystem with printed dipoles,
with sharp beams that utilizes the advantages of ¥o attenuation of the ice sheet
dielectrics in the operating frequency, to aid inihe resolution radar mapping of

the ice-bed interface.
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CHAPTER 1

INTRODUCTION

1.1 Need for Polar Research

Over the past few decades global warming has bemrasingly regarded as
the most critical issue the world has to face m ilear future. The polar glaciers are
considered as paramount indicators of the climeti@nges due to global warming.
The melting and shrinking of these icesheets imibgethe global climate and the

ecology to a large extent.

Sea ice and glaciers, form a protective, tempezategulating layer over the
polar regions, by reflecting the solar energy anev@nting the earth from getting
hotter [9]. But with the increase in the emissidngoeenhouse gases, which has
resulted in an effective increase in the atmosphemperature, the polar ice sheets
are rapidly getting depleted. The melting of seahas a severe consequences on the
global climate. It removes the reflective insulatiayer between the ocean and the
hot atmosphere. So it effectively accelerates tlogness of global warming. Figure
1.1 shows the extent of severity of the situatibhe ice caps in the Arctic regions

have shrunk by 20% in a matter of 30 years [1].

The melt of the polar glaciers have a more senoysct. Apart from the loss

of temperature regulation, the melt of the glaceds® cause a rise in sea levels. In the
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last one hundred years the sea level has beenagstirto have risen by 4 to 8 inches.
The polar icesheets of Greenland and Antarcticattaereservoirs of 75% of the

earth's fresh-

Summer Arctic Sea
lce Boundary in 1979

Figure 1.1 The severity of global warming can bdarstood by observing the
receding polar icecaps [37]

water reserves [2]. This is a considerable amod@irgaoth's water resources. It has
been estimated that if these ice sheets melt affpbetely, it would result in a sea
level rise of 70 meters (about 230 feet). Intergoreental panel for Climatic
Changes(IPCC) in a report in 2001 has projectadeaaf 3-foot in the sea level rise
by 2100 [1]. These projections rely on the glodahatic change models developed
based on the empirical data of temperature, graesghgas and sea level changes data
collected each year around the world. But scientat the Potsdam Institute for
Climate Impact Research, Germany have concludedtiigacurrent sea level rise

projections could be under-estimating the impachwhan-induced climate change
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on the world's oceans. By plotting global meanaeftemperatures against sea level
rise, the team found that levels could rise by 58fdre than current forecasts.

According to their model the projected sea levat is 1.4m by 2100 [1].

6 Meter Inundation

Figurel.2 Future consequence of sea level rise@bE coast [3]

This rise in sea levels can have disastrous coesegs around the world.
Large portions of population in places like the Mebés, Denmark, Norway,
Bangladesh, Shangai and Lagos dwell in regionslihdéss than 6 feet above sea
level. According to projected models, all thesecptawould be under water in the
next century. According to US environmental PratectAgency, 22,400 square
miles of the US coast lines would be inundated iy sea level rise [3]. This has

been illustrated clearly in figure 1.2.
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Understanding the global sea level changes isfigutfproblem, as a number
of complex mechanisms play a role. These inclugettiermal expansion of water
through heat absorption, water entering the océans glaciers and ice sheets, and
the increased ice flows after the degradation ef lihttressing ice shelves. So this

warrants a detailed study of the glaciers andheets in Greenland and Antarctica.

1.2 Need for Ice-Bed Imaging and Fine-Resolution Maping of Internal Layers

The impact of the polar glaciers on sea leveldccba understood to a greater
extent by analyzing the net loss or gain of the sbeets. The most important
parameter used to analyze this mass balancing ptean is the accumulation rate
of the ice sheets, which is defined by the diffeeem the mass of snow accumulated
(accumulation) to the mass of snow lost (ablatidf) The snow that falls each year
accounts for the accumulation of the ice sheetss Thow, after is falls on the
glaciers gets compacted with time and pressure frother snow falls, to form ice
layers in the glaciers. The ablation is caused id®y melt, surface run-off,

evaporation, wind removal and calving of icebergs.

The most common method used to measure the misyxbas measured by
determining the annual snow accumulation and scirtigh the annual loss due to
surface run offs and iceberg calving. In other rod#) the icesheet thickness and ice
velocity observations are used to compare thelicedlong the perimeters of the ice

sheet to the annual accumulation of snow. In gblepular methods, the net change in
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the ice volume is measured through frequent meamants through radar altimeters

to determine the percentage loss or gain of theheets.

Snow gets accumulated each year on the glaciems: tBe time, these inter
annual snow precipitation refreezes to form dasggeis in the ice sheet profiles.
Apart from these refreeze layers, volcanic acegitand ice-melts also contribute
towards the formation of internal layers [5]. Inder to monitor the accumulation
rates, mapping of continuous profile of these ddssgeers is very critical. These
internal layers are identified by their differendasdensity and conductivity, which
alter the complex permittivity of the layers. ThebHerences in the permittivity and
the dielectric properties of the layers cause céfta of the electromagnetic waves at
the boundaries of the layers, enabling the mappfrigternal layers. With these data
on the density and ice sheet thickness, it is pesssd estimate the accumulation rate

by analyzing the internal layer mapping [4].

The topography and the condition of the ice-badrface is another crucial
factor that affects the mass balance of the glsci&ccurate information about the
ice-bed topography will enable us to understandidbedynamics that influence the
movement of the ice sheets. This topography inftonawill be very vital for

improving the accuracy of the global climate models
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1.3 Need for Fine Resolution Antennas

There a large amount of uncertainty associateth wie estimation of the
accumulation rates, which make it difficult to estite the contribution of the polar
glaciers to the sea level rise. The existing acdatimun rate maps are more based on
interpolation of the accumulation and internal lagiata obtained from sparsely
distributed ice cores and pits that are prone toutl20% error [8]. An accurate
picture of the scenario can be obtained by scantarger areas with the help of

remote sensing technologies.

University of Kansas has been involved in actiedéap research for the last
few decades. Several radar systems have been geddior studying the ice sheets,
analyzing the bedrock conditions and mapping therial layers. But a major issue
that hampers the resolution of the radars is theterl or unwanted reflections
produced by the backscattering from the rough sarfa the ice sheets. Figure 1.3
shows the generation of the clutter signals dumngadar scan. This unwanted
backscattering masks the reflected signals in ten fof noise and reduces the

accuracy with which an internal
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Figure 1.3. Effect of fine resolution in reducingtter from scattering. (a) wide beam
antenna detecting a lot of clutter along with tbiéected signal. (b) Fine resolution antenna
rejecting the clutter.[38]

layer is detected [27]. In order to avoid this t@utand increase the resolution with
which the layers are mapped, it is required thatahtenna’s main lobe should be as

sharp as possible, with adequate suppression athadl directions.

1.4 Objectives

The objective of this thesis is to develop a higbolution antenna array that
operates in the 550 to 650MHz range of frequendiks.requirement for this array is
the capability to produce very sharp beams and kigly rejection in the direction of

clutters. An attempt to build such an array wibuk in a number of grating lobes or
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secondary main lobes. The grating lobes largelygearthe measurement accuracy of
the internal layers. A novel technique called stbarrotation has been used to
suppress the grating lobes produced, during theegsoof generating the sharp main
beam. A small prototype array that worked at 5SGHus Wuilt and tested to analyze
the performance of the subarray rotation technigusuppressing the grating lobes.
Later, the final antenna array was built to ope&dt850 to 650MHz frequency range,
which would be used to map the deep internal lagasthe ice-bed interface in the

polar icesheets.

1.5 Organization of the Thesis

This thesis is divided into 5 chapters. The chafe establishes the
requirement of fine resolution mapping of ice-bateiface and the deep layers. It
also discusses in detail about the dielectric ptaggeof ice sheets and their effect on
attenuation of the radio signals. Chapter Zudises in detail working of the
arraying and subarraying concepts which forms thsisbfor understanding the
operation of the final array. Chapter 4 deals Wik design and development of the
subarray antenna architecture. Chapter 5 analymegest results of the developed

arrays and discusses future improvements on thg.arr
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CHAPTER 2

BACKGROUND

2.1 History of Radar sounding of Ice Sheets

Ever since Hertz demonstrated the possibility etedtion metallic objects by
measuring radio reflections in 1886, radio remanssg has grown by leaps and
bounds. The potential of radars were understoodnwbeS Naval Research
Laboratory, developed a radar ship detection systeri922. Radars have now
become an integral part in remote sensing for bovilian and military use.

Radars have played a crucial role in polar ice shesearch, right from the
time it was discovered in 1933, at Admiral Byrd'ask, Antarctica, that ice sheets
were transparent to radio signals [9]. The earl§0kShas seen a lot of activity in the
use of radars to study ice sheets. In 1957 Amoryté\developed the Radar Echo
Sounder (RES) to analyze the bottom of Ross Icdf 8héntarctica. It was found
that the results from the RES closely matched whibse taken from seismic and
gravitational methods [15,7]. The biggest advantige radars in general have over
other methods of ice sheet data collection is iditg to obtain continuous
measurements on ice thickness, internal layerimgogarock information.

The success and advantages of the RES promptedwaerse of radar
development for polar research. Many research mrgaons across the globe

resorted to radar development. The internal lagéise sheets were mapped as early
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by Bailey et al, as early as 1967. A summary of niegor radar systems used for
polar research is shown in Table 2.1. As seen ftbentable, a wide variety of
operating frequencies have been used for sountimgce sheets. Researchers have
not been able to arrive at a frequency which isnagdt for all polar research. Each
frequency has its inherent advantages and disaalyesit For example, lower
frequencies enable deeper penetration of radaalsigWhereas, higher frequencies
produce are associated with better resolution, lsmabmpact antennas and more
focused beams. Frequencies and power levels argechioa accordance with the
application that the radar is going to be used.

The frequency and the power levels are not the patgmeters that affect the
radar's performance. The kind of technology empiboyeakes a huge difference in
the final analysis. Most of the early surface bassthrs used were impulse radars
[6]. These radars were low efficiency high resalntradars. These were mostly used
to map near surface internal layers. The airboatans are usually pulsed radars.
These are generally high efficiency low resolutradars. As the field of remote
sensing developed during the course of time, maew nadar technologies got
evolved. The ultra wideband radars, due to thesrtghulse durations, are capable of
very high range resolution and multi path rejectibhe FMCW radar provides better
accuracy and object discrimination [4]. The airlmreynthetic aperture radar
technology takes advantage of the Doppler histbrihe radar echoes generated by
the forward movement of the aircraft to synthesidzarge antenna aperture, enabling

extremely high azimuthal resolution. The Interfeatnt SAR processing also
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enables the radar to resolve surface deformitiélsree dimensions. Hence each radar

system is unique in its own respect and is desigmeadit its specific purpose.

Table 2.1: Brief History of Radar Sounding of PolarGlaciers (updated from Chua 1997)

Year System Affiliation Center TX Peak RX
Frequency Power Bandwidth
(MHz) (Watts) (MHz)
1947 SCR-718 ND 440 7 3
1957 APN-1 ND 440
1963 MARK | USAEL, USA 30 400 3
1963 MARK | SPRI, UK 35 80 14
1963 MARK Il UAEL, USA 30
1964 iM4 USSR 213
1967-1976 RLS-60 ND, USSR 60 100-20K 1-35
1969 ANARE ND, USA 100 5K 10
1970-1976 TUD TUD 30 1.6K 14
60 1K-10K 1-14
1969-1970 MARK I SPRI, UK 35 800 14
1969-1970 MARK 1 SPRI, UK 150 300 30
1969-1970 MARK IV SPRI, UK 35 1500 14
1970 ND ND, Norway 205 40 14
1975 DENV DEC, Canada 620 3K 30
1978 MARK | U of Iceland 2-5 8K 3
1978 MARK Il U of Iceland 2-10 8K 3
1980 UBC UBC, Canada 840 41K 40
1982 RV 17 ND, USSR 440 7 6
1982 RLS 620 ND, USSR 620 820 15
1988 CARDS RSL, USA 150 20 17
1996 ICARDS RSL, USA 150 200 17
1998 NG CORDS RSL, USA 150 500 17
2004 Ultra wide | PRISM, USA 1250 2500
Band Radar
2004 SAR PRISM, USA 150
350
2004 WBRDS PRISM, USA 700 200
2006 MCRDS CReSIS, USA 150 800 20

The Polar Radar Ice Sheet Measurement (PRISM) girajethe University of

Kansas has been a significant contributor towaed®arch in microwave remote
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sensing. The Coherent Antarctic Radar Depth Sou(@ARDS) was developed in
1988 to study the bedrock conditions and the iatelayering in the Antarctic ice
sheets [6]. The Improved CARDS (ICARDS) was thetnaajor radar developed
1996 [7]. It was an upgrade to the CARDS to imprtheesensitivity and optimize the
radar response. Yearly field experiments at Greehland Antarctica were
undertaken, in order to improve our understandihghe system and enhance the
accuracy of the data interpretation. The Next Garaar CoRDS (NG-CoRDS) and
the Advanced Depth Sounder (ADS) were further inmpnoents of the ICARDS
radar.

The successful polar remote sensing research eh#tidePRISM project to
establish the Center for Remote Sensing of Ice tSh@@ReSIS), which is the
National Science and Technology Center for polaselech [3]. Under CReSIS,
extensive research is underway for developmentA®RR rocessing techniques. In
2004, exhaustive field experiments were done withwideband SAR and the dual
mode radar to study the basal conditions and t@pbyr at the Greenland Summit.
In 2006 the Multi Channel Radar Depth Sounder (MGRWas developed to study

the fast flowing outlet glaciers like the Jacobshglacier in Greenland [3].

2.2 Fine Resolution Mapping of Internal Layers andce-bed Interface

Polar ice sheets can be broadly classified inteethmain zones: the dry snow
zone, the wet snow zone and the percolation zoii¢ [The dry snow zone is

characterized by negligible melting, well-definead/érs and smooth surfaces. The
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density of the sheets start changing a lot in #regdation zone, where the melt water
percolates into the firn and refreezes to form hdagimsity melt layers, resulting in
high dielectric constants and high losses in theezo The wet snow region is
characterized by wet and saturated snow with x&hitismooth surfaces. The annual
snow accumulation further adds low density snowelayon refreeze layers. This
process, which repeats every year, leads to theafiion of different layers with
varying densities and dielectric constants [10].akpfrom the density changes,
internal layers are also formed due to changesiuactivity, acidity and volcanic
eruptions. The volcanic residues in the interngia could be used to accurately date

the ice sheets.
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Figure 2.1 Different zones in a polar ice shee}.[38

Radio sounding of polar ice sheets produces retatroes at three major
interfaces: the air/ice interface, the internalelayand the ice/bed interface [5]. The

properties of the interface are determined by amadythe nature and the strength of
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the return echoes. Some of the major activities dyrtamics that are detected by
these echoes are the development of melt layelsanio residues, bottom melting,
sub-glacial sediments, basal movements and théeaxes of sub-glacial lakes. The
ice-bed interface echoes provides information abihgt bedrock structure and
topography, which could be used to understand ld@a movement [21].

Reflections of radio signals occur whenever, igaas encounter a change in
dielectric constant of the medium. Since the dgnsnductivity, crystal orientation
and acidity vary as the signal propagates throhghide sheet, reflections occur at
each interface. In general, the reflections atdpdayers are due to density variations
due to seasonal formation of melt layers, dustastd The reflections at the deeper
layers are attributed towards the sheer stresti@msbochrones that produce changes
in the crystal orientation [4].

If the ice sheet is considered as a lossless medhe reflection coefficient at

the different interfaces is given by

\/— \Iin
25|n & (2.1)
e e

Where, e, ande, , are the complex dielectric permittivities of twdjacent layers

andn-1 |, is the thickness of layerand / ,is the wave length of the radio wave in

the layer n. This is the general formula that dessr reflection at all interfaces. At

the air/ice interfaceg, ,equals 1, which the permittivity of free space. &ny, at

the ice/bed interface, the, equals the permittivity of the bed rock or water ¢ase

of sea ice radar) [9].
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2.3 Dielectric Properties of Ice Sheets

Microwave remote sensing of ice sheets involvemdimg of ice sheets with
radio waves and analyzing the return echoes. Aotigit study of the electrical
properties of ice sheets and their behavior ontreleagnetic sounding, is necessary,
in order to understand the concept of radio dedaaif internal layers.

The key factor that influences the electrical htraof ice sheets is the
dielectric permittivity. Permittivity is defined athe ability of the ice sheets to
polarize in response to the field and there by cedte field inside the material [11].
Since the identity of water molecules are largebsprved in the ice sheets, they tend
to polarize when exposed to electric fields. Pakdtion in crystals occurs due to
proton jumps in energy levels. Due to this proctdsse is an associated time delay in
the development of the polarization due to thetiradaproton positions and the
energy minimas in the EM waves. This phenomenocaied dielectric relaxation
[9]. The effect of dielectric relaxation is moreopounces when the incident fields are
time varying.

Permittivity in general is a complex term expresaee= g( & | ¢ | |:ei”,
where tana’z% and g, is the permittivity of free space andl- jefs the

complex relative permittivity. When radio waves peate through the dielectric
medium , the dielectric relaxation phenomenon galtbese dielectric constants with

time. This behavior is characterized by the Deliygaéons [25].
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e __ . De
[} & 1+ j2pf ¢t

(2.2)
WhereDe ° g- ¢, e,andg, are the static and high frequency valuestof
respectively andDeis known as dispersion strengthis the relaxation time and

f.=(2pt)* is known as the characteristic frequency. The Bebguation given

above can be used to derive the real and imagiparg of the complex dielectric

constants.
~ De
et=g+ T TET (2.3)
2pft De 2.4)
1+(20fty '

The relaxation frequency of ice generally occurshi@ kilo hertz region [9].
The measured results indicate relaxation frequenitidbe around 7.23 KHz af®
and it progressively decreases with lower tempegatuSince microwave sounding
frequencies are of the order of°18z, the value of2pf¢ 1. Therefore the Debye
equations reduce to:

et=¢g (2.5)

De
20ft

et

(2.6)

Extensive research on ice sheets have been goirfgram long time. The
experimental evidences have suggested thttan be considered to be almost

independent of temperature and frequency for attpral purposes. Its value has
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been estimated to be¢=3.1884+ 0.00091L where T is the temperature in degree

Celsius [12].
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Figure 2.2 Variation oe¢ with frequency and temperature [Ullaby, Moore &g 1986]

But eCexhibits very strong variations with temperature &mequency.
Even though the Debye equations have predictedahe of edwith a fair amount of
accuracy, it fails considerably when predictafg Based on measured data from
many researchers, the Debye predictiong@®fire about two orders smaller than the
measured data. Apart from this error in predictellies, the Debye predictions e
become absolutely faulty beyond 1GHz. Accordind2®) the values oB¢must be
decreasing with increasing frequency. But the meskwalues shown in figure 2.2

shows that the values start to increase beyond $0Mhis departure from the
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predicted behavior is attributed to contributionsibfrared absorption spectrum of
ice [24].

Matzler and Wegmdller [14] have obtained equatitm§t the experimental
data, which can be used to describe the variatiosfto

ot 2 4 pfe 2.7)
f

where, A,B and C are temperature dependant embpicmastants for microwave
frequencies. The first term corresponds to the [Betgjaxation. The second term
relates to the infrared absorption effect. Evengouhis is a better way of
representing the dielectric behavior of ice sheétgre is a lot of uncertainty
associated with it. A number of researchers hawveecap with different values for
these empirical constants. These constants havetabelated in detail by Matsouka,

Fugita and Mae [23].

2.4 Absorption Losses

The radio waves as it propagates through thehieets become extinct due to
the various phenomenons like dielectric absorptisolume scattering from air
bubbles, depolarization due to ice birefringence eaflections from internal layers.
The dielectric absorption is the primary reason ffadio signal extinction [25].
Dielectric absorption is a strong function of temgtere, frequency and the moisture

content in the ice sheets.
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The attenuation in the ice sheets is mostly imfbgel by the dielectric constant
of the layer through which the signal is propagatiflowever, the absorption of
electromagnetic energy in glaciers is usually esped in terms of the loss
tangentand. For any given frequency, temperature and densityce, the loss
tangent is given by

tand:ﬂ :e_¢' (2.8)

we ek e
where s (T)is the electrical conductivity at temperature T ands the ice density.

The values oftandin the polar glaciers in Antarctica along the MiRipnerskaya
route at have been estimated to vary from 4.2 X 07 X10* Hence the polar
glaciers can be classified as low loss dielectiit®e attenuation constant of low loss
dielectrics is approximated as

p fel

cJet

So it can be inferred that the absorption lossessalely controlled by the

a» (2.9)

frequency ande¢. Figure 2.2 has given a good idea about the vaniaifetwith
frequency. The values efform a broad valley around 700MHz. The values from
100MHz to 700MHz can be mapped on to an empirigate fit given by,

g0t - _1020x 00 (2.10)

10f

where T is the physical ice temperature express€i[8]. Combining equations

(2.9) and (2.10), we get a new expression for aggan constant,

29



520955 16p . oo

Jet

From (2.11) it can be noted that the attenuatios tduabsorption remains constant in

(2.11)

this band from 100 to 700MHz, for a given ice tenapere. It is a known fact that ice
temperature varies with the depth and the distdruce the center of the ice sheet.
The figure 2.3 from[18] shows the temperature digtion across central Greenland.

This temperature distribution could be fit using grquation:

T =-30+ 2097_7510 (2.12)
where T is in°C and z is the distance from the center in me®&jtsThis distribution
could be used with (2.11) to calculate the two vedignuation due to absorption,
experienced by a radar signal through a 3 km tlieksheet, which was found to be

73dB. This value of attenuation remains constardughout the100MHz to 700MHz

band.
3000
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Figure 2.3 Temperature distribution in the ice sh@ecentral Greenland [8]

2.5 Scattering
The surface roughness, frequency of operation,learmf incidence,

composition and structure of the media are the magoameters that influence the
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scattering of the radar signals. Scattering of tebetagnetic waves can be broadly
classified into two types, namely, surface scattgrwhich is governed by the surface
roughness, and volume scattering, which is govehyethe dielectric properties and

composition of the ice sheets.
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Figure 2.4 Surface scattering

Whenever, a radar wave is incident on the boundaeparating two media
with differing dielectric properties, partial reffidion of electromagnetic energy
occurs. The power reflected at the interface i®mgily the Fresnel's equations (2.1)
[13]. The direction of reflection is governed byetBnell’s laws of reflection only if
the surface is perfectly smooth. As the roughnesshe surface increases, the
reflection in other directions also increases. Tpieenomenon is called surface
scattering. The component of specular reflectiogalled the coherent component,

while that of the scattering is called diffuse mcoherent component. As the surface
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gets rougher, the specular component gets progedgsdegraded, till only the
diffuse remains. This is illustrated in figure 2.4.
A surface is considered smooth if it satisfiesRagleigh criterion,

/
8coyy

s< (2.13)

wheres is the standard deviation of height of surfacegutarities, / is the wave
length andg is the grazing angle. When the surface roughnessrhes comparable
to the wavelength of the incident beam a more gémh Fraunhofer criterion is
applied to determine smoothness [7].

/
32coyy

S <

(2.14)

The surface is smooth if either// ® Oorg® p/2. Theoretically, a nadir
looking radar should not be picking up the incohereomponents of the scattered
wave. But, the incoherent components affect théegyss the antennas of the radar
have a finite beamwidth. If these incoherent congmb® are strong enough, they
could mask the reflections from the internal lay&riich are of great interest to polar

research.
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Figure 2.5 Volume scattering

Naturally formed ice in the polar regions is styichot a homogeneous
medium. It consists of a large number of air aredparticles trapped by consecutive
layers of annual snow fall. All these particlestsarathe electromagnetic radiation
propagating through the ice sheet. This is knownchsme scattering [4]. Figure 2.5
illustrates the volume scattering in an ice sh&be extent of volume scattering is
mainly influenced by the size, permittivity and tdisution of the particles and the
wavelength of the propagating electromagnetic wéawegeneral, the scattering by
these particles are modeled as Rayleigh scatt@2}sThe Rayleigh scattering cross

section is given by

. _8p)b'le/g-1f
® 3/° ke +2

(2.15)
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where b is the radius of the particlesis the wave lengthg, ande are the relative

permittivities of the scatterer and ice sheet respdygtii@®]. For a sparse, random

distribution of m scattering particles, the total sty cross section is given

byms..

2.6 Choice of frequency

The frequency of operation of a radar is a very imporg@arameter that
determines the performance of the radar. In previousosesctit was shown that the
dielectric properties of ice, which is the major factoituencing the attenuation of
signals in ice sheets, vary considerably with therafing frequency. It was also
pointed out that surface and volume scattering inttedepended on the wave length
of the radar signal. If the scatterer’s dimension is coaipa to the wavelength of the
electromagnetic wave, then the surface and volumetescabmponents would
become very high and degrade the performance of the. r@aailarly many other
considerations like radar complexity, cost, anterina stc also depend directly on
the operating frequency of the radar.

Due to the various attenuation, absorption and exwadt effects that the signal
undergoes while propagating through the ice shdessignal to noise ratio (SNR) of
the received signal is quite low. Hence the receigedesigned with very high
sensitivity. Since, the operating frequency is an irtggd parameter in determining

the amount of attenuation and scattering, it direeffiects the SNR. In order to
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maintain the SNR at the receiver, the required trangaviter is calculated in order to

overcome the signal degradation. Using the radar equiatr a Nadir looking Radatr,

. SNR(4p )*(h+ d)* kT FRy (2.16)
TBrs,AGY 267 (1- | R[)(1 | Ri[") Nony/ Mhoon
G= 4pA/12Aw/7 (2.17)

where P, is the peak transmit power; h is the height of therama above the ground,
d is the depth of the ice sheet; k is the Boltzmaonstant],is the physical
temperature of the receiver; F is the noise figuBg,and B, are the bandwidths of
the receiver and transmitter respectivedy;is the backscattering coefficient of the
ice-bed interface; A is the area illuminated by théeana; G is the antenna gain;
A andA, are the dimensions of the antenrfais the antenna efficiency/ is the
signal wavelength in free space;is the attenuation constani,andR, are the
reflection coefficients of the ice-air and air-ice integad\_,andN, ,are the

number of coherent and incoherent integrations performekeoreceived data [8].

In order to observe the effect of frequency on the perfocmaf the radar,
the transmit power required to maintain a constant SiIRhe receiver end is
calculated and plotted with respect to frequency8]nthe required transmit power
was calculated over a range of frequencies using thaliba design parameters of the
ICARDS radar. Signal attenuation through the ice dey®as calculated based on

reported loss tangent values and calculated scattedafficients. The calculations
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were performed to obtain a SNR of 20dB at the receives.dther design parameters

used for the calculation of the required peak transaovitgs can be found in [8].
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Figure 2.6 Peak transmit power required to maingaiaceived SNR of 20dB

From figure 2.6, it becomes obvious that as you igbédr in frequency, the
absorption losses drastically reduces. This genernalizats applicable only till
frequencies below 800MHz. The reason is that, theflssr (et) starts increasing
beyond 1000MHz. This was observed in figure 2.2. la fitequency range from
100MHz 700MHz, it was discussed earlier that, duthéonegative slope eft , the
attenuation remains fairly constant. The gain of th&erma is increases with the
increase in frequency as shown in (2.17). This resulismproved performance as the
frequency approaches 700MHz. But, when the Rayleiglitesing is taken into

consideration it becomes evident that the performaataridrates drastically with the
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increase in frequency, as the Rayleigh scatteringsitieis directly proportional to
the fourth power of frequency (2.15).

Hence to avoid the performance degradation due tdesic@t, most radar
sounders operate at VHF or low frequencies. But inréigli6, it was observed that
when the scattering was insignificant the performawes best around 600MHz.
Near-surface layer mapping radars show that scatterimgg$igible in dry snow
zones [4]. To take advantage of the lower loss aret fiesolution possible at higher
frequencies, we are planning to develop a radar souhdeoperates in the 600MHz
region, to image the ice-bed and map the deep layéis project is to develop an

antenna system for this radar.
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CHAPTER 3

ARRAY AND SUBARRAY CONCEPTS

3.1Introduction

The major phenomenon that hampers the use of radarenfmte sensing is
clutter or unwanted reflections/scattering. It was seamtier that whenever the radar
signals hits an interface, it undergoes scatteringllinlirections, proportional to the
roughness of the interface. These unwanted scattefimgtisuppressed properly
would end up masking the return echoes from the intémgals, thereby reducing the
resolution of the radar images. In order to suppresdegeadation due to the clutter,
an obvious approach is to limit the scope of receptm a small angle, thereby
suppressing reflections from unwanted directions. Magosince the main purpose
of this radar is to map the ice-bed interface and detgpnal layers in dry snow
region, we will encounter a lot of volume scattering. & broad beam from the
antenna would invite a large amount of volume scateand would eventually
weaken the return echo from the deep layers. Suchdddosams are possible only
with large antenna apertures.

Arraying is a popular concept, where a number of tyospaced radiators,
each emitting in all azimuths a wave of equal amgit phase and frequency, to
achieve large apertures and focused beams. The beampatt an array in essence

represents the angular distribution of electromagneterggnradiated from the
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antenna array. Such patterns form due to the relatimsgshin the signal received
from the individual radiators. These phase differences fammed due to the
differences in the distance from the angular point ofrésteto the individual
radiators. Basically, the antenna orientation andatheey geometry play a major role
in forming this pattern, as they directly alter the gghalifferences. The required
focused patterns could be obtained by tweaking thassEmeters.

In the following section presents a thorough concépamal mathematical
overview of the generalized array theory. This is folldwsy an analysis of some
specific cases of interest, like the uniform linear agag planar arrays. Later, a brief
overview of the popular techniques adopted to imprdwectivity of the array is
discussed. All these discussions will lay the fouiwe for the understanding of the
concept of subarrays and subarray rotation, which ig déhl towards the end of the

chapter.

3.2 Delay and Sum Beamformer

This section explores the beamforming technique adofde an arbitrary
antenna array, where the elements are places arrangaamdom geometry in space.
The analysis of a random array, even though it invols@splex computations,
establishes the essential groundwork for the undersigriie working principle of

more useful configurations like the uniform linear arrag #re planar arrays.
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Figure 3.1 spatial orientation of elements indudifterent delays at different
elements

The delay and sum beamformer is the conceptual mbdeldescribes the
functioning of an array processor in forming a beam [Figure 3.1 shows the

reception of a wave by an antenna array. The incosigial wavef (t)’s arrival can

be depicted by the wave front L. It is seen clednlgt tthe elements are not at the
same distance from the wave front, hence resulting tim leagth differences of the

signal at each separate element. Thus, it cantaumted thatf (t) does not reach all
the elements at the same time. Each element recéift¢swvith a time delay,. The

delay can be computed as:

t = (3.1)

wherea' is the unit vector given by,

40



- ux
a= -u, (3.2)
- uZ

whereu,, u, andu, are the direction cosines of the array given by

u, =singcosf
u, =singsinf (3.3)
u, =Ccosg

p,is the position vector and c is the velocity ofgagation in the medium.

Hence the wave signal received at each elemeniéas py
f(t-t¢,)
fep O (3.4
f(t-ty.,)
In order to compensate for this delay, the beaméommust add corresponding

delays to the element before summing them up taimbthe output of the

beamformer. The array manifold vector defined bet@scribes this process.

v, (k) = (3.5)
Where,k = - %u

Hence we can see that the outgg/) can be computed by

Y(W) = F(W) v (K (3.6)
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By looking at the structure of the array manifekelctor, its function can be
understood to be that of phase shifting the incgmwave. A phase shift in the
frequency domain is equivalent to delaying the aigm the time domain. Hence, the
beamformer delays the input wave at each elemgmtoppately before summing
them and normalizing them by the number of elements

The whole operation can be represented in a fmdtiock notation, given

by:
F® [HmW® YW
where, H™ (w) =%vk(k) (3.7)

In order to characterize an array, we need to stutdy response
functionH™ (w). A more interesting and realistic measure usedbserve the array

performance, would be the output from the arrayafanit incident plane wave.

Since the incident signal is a plane wave it israbef by
f(t,p,)=e™ P n=01  N-1
=gl K'Pn (3.8)
Using the definition of the array manifold vecip(k , We can rewrite this as
follows:
f(t, p) =e"v, (k) (3.9)
But y(Kk)the output is obtained by convolutingt) with the impulse respongét) .

YLK = H (W y(R & (3.10)
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or

i (k)= HT (W)Y (K (3.11)

This is defined as the frequency wave number resgpéunction. It describes
the complex gain of an array for an incoming plara/e described by its temporal
frequency and wave number. This expression defihesarray properties for any
arbitrary plane wave incident on the setup. This lsa used to derive a generalized
expression for plane wave behavior on an array[31].

This leads to the expression for the beam pattenich is defined in context
of a plane wave in a locally homogeneous mediurns. the frequency wave number

response versus the direction of radiation.

B(w:q,7)=i(w, k)|k:2/—pa(z7,f)

(3.12)

This illustrates the behavior of the array to anplavave around a sphere of
radius Zd% around the phase center of the array. This is iy waportant

measurable parameter that defines the spatiatifidgfecharacteristics of an antenna
array. By analyzing this, many vital parameters lithe beamwidth, directivity,

sidelobe performance and grating lobe occurrencell de studied.
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Figure 3.2 Generalized Beam former

In most practical applications, the delay and sueantformer, which
compensates only the variable delays experiencedh&yincoming wave, is not
enough. A weighting factor is also required toralke characteristics of the beam to
suit the application. The weighting factor appleescomplex gain to each of the
element’s input before compensating for the deBy).[In future discussions about
the beampatterns, the weighting factor is alsortaké account. This is shown in
figure 3.2. In this section we will explore intordleng mathematical expressions for

beampatterns for regularly shaped array geometries.

3.3 Uniform Linear Arrays

A uniform linear array consists of N elements aged linearly in space along

a single axis. That is, the position vectors ofdh@y elements are described as
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P, = N- NTl d n=0,1,...N-1 (3.13)

Py, =0 and p,,= 0
Similar to the previous section, the array maxifeéctor, and the frequency

wave number functions are computed, but subjectéldet condition thap,, = @nd

p,,=0.
Therefore,
lekxd JN—'llkxd 'ijxd '
vik)=e 2" e ? e °? (3.14)
wherek, = - %sinqcosf
N1 e M
Gwk,)=w"v (k,)= we 2 (3.15)

n=0

To make computation simpler we define

Yy =-k,d =2/—pcosq (3.16)
Therefore,
B jLJy N-1 )
GWy)=e w e (3.17)

n=0
This is defined as the frequency wave number fonatiefined in the space

[31]. An important point to be noted here is th##th@gh varies from- to , the

2’DOIEJ/EZ’Od,i

equation in essence only represents only the regibere; ; ;

€,
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- 2/—'0£ K, £¥ , ie,0£EqgEp ,ie,-1E£uf 1 This region is called the visible
region.

The definition of all these different spaces, ngne, , and k also
prompts us to represent the beam pattern in diffespaces. But for convenience of
discussion, all the results in the upcoming sestiare referred in the space. The

beam pattern in the space is given by :

N-1 N-1

iy .y 2 20d
B,(v)=e weV - —£fy £— (3.18)

n=0 / /
The Array manifold vector for an ULA is expressed as

i n-

v, o)) =e e n=0L.N-1 (3.19)

and,B, () =w"V, (v). (3.20)
Now let us consider a uniformly weighted case,viq,=% , n=0,1,...N-1.

Therefore, the beam pattern can be computed essily

B, 0=V, 0).
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sin NJL
2

_— (3.21)
N sin Y

Since we only consider the magnitude of this exqioes the beam pattern can

be expressed as:

sin Ny/ ‘

(3.22)
sin y/ ‘ /

p=1
N

This is periodic with a period 2 The periodicity property of the beampattern
plays an important role in understanding otherthtions in array theory like grating

lobes, which is discussed in detail in the followsegtions. The beam pattern of the

array in its different spaces is shown in the figBu®

Visible region Virtual region

— y-space

3p

u-space

Figure 3.3 Beampattern afraform Linear array N=10 and c%
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3.4 Non Isotropic Element Pattern

All our discussion so far has been geared with thgumaption that the
elements in the array are isotropic, ie, they tadequally in all directions. So the
expressions which have been derived so far areypdret to the effect of spatial
arrangements of the sensors, and are not relatduetproperties of the individual
sensors. In this section, we study the effect orb#een pattern when each element as
a pattern of its own.

Since the individual sensors have a pattern af then, they will be adding
one more level of weights to the existing array guatt Therefore the effective

antenna weight would be given by [31],

N-1

W= Wz 2 (3.23)

n=0
Where w, (z- Zz) represents the new level of weighting imposed bynibre

isotropic sensor. Therefore the frequency wavenumdsgronse will be expressed as:

¥ N-1 )
Gwk) = ww(z- 7) & d
¥ n=0
N-1 ¥ . )
= weln w(4)e"" dr (3.24)
n=0 ¥

The first term in the above expression can be méiced as the array
beampattern that was derived in the previous sextidhis term is termed as the
array factor (AF). The second term represents fiiecteof the element on the

beampattern. Therefore it is termed as the elepeatern(e).
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Therefore,G(w, k,) = AF(k))g.(w k) (3.25)

And , B,(u) = AF(U) B,( ) (3.26)

3.5 Planar Arrays

The concept of non isotropic element array pattewrld be used to derive the
beam pattern of planar array geometries. The fi@ueshows a simple rectangular
planar array geometry of sensors. Although, evalgahe beam pattern of an array
oriented in two dimensions may appear complexptioblem can be simplified if we

consider it as a ULA with each element having tharacteristics of another ULA.

L J

Figure 3.4 Planar Array Geometry



Assuming, that the antenna array under considerasi a ULA in the y axis,

then the beampattern would be

1 N-1 . J n_Myy
B,0) "N W€ (3.27)
n=0
This would be the total beampattern of the arfahpe sensor elements were
omnidirectional with unit gain. But going by thesdussion in the previous section,
we can compute the total beampattern by multiplying by the element pattern. But
in planar arrays, we find that the element patternothing but a pattern of a ULA

oriented in the x axis.

M-1 . M-1
_ « - j(m W x
Therefore, g, =— W€ 2 (3.28)

m=0

Therefore, the overall beampattern is computed as:

G :gaaByy
1N e Ny ML m My
=N h Wy 2
MN n=0 m=0
L sinM2x) sinv? )
= 2 2 (3.29)
sinf-—* intY
6/2 ) sm{/2 )
_ _2p .
wherey , = -k, d= Tsmq cog dx (3.30)
20 . .
And y =-kd= Tsmq Sirf dy (3.31)
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The figure 3.5 shows the beam pattern in threeedgional space of a simple
1x5 ULA and a 5x5 planar array respectively. Noticat both the arrays share the
same two dimensional beampatterns along the x-@kis. difference comes in the
other axis, where the ULA’s response correspondblddiat isotropic one, whereas
the planar array’s pattern in the y axis relateth®onumber of elements along the y
axis. This also suggests that the planar array nsoee effective directive antenna

suppressing unwanted signals in all directions.

Beampattern of a 5X1 Array

Three Dirmensional Beampattern

-5 Twio Dimensional Beampattem

Bearnpattern (dB)

25

. . . . /
Figure 3.5(a) Beampattern of a 5X1 uniform lineaayawith d :E
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Beam patterns of a 5X5 Array

Three Dimensional Beampattem

Two Dimensional Beampattern
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Figure 3.5(b) Beampattern of a 5X5 uniform lineaag with d :/E

3.6 Techniques to Improve Directivity

Improving directivity of an array is synonymous ttee production of thin
main beams and the production of high rejectionnwanted directions. There are a
number of techniques to achieve this. But moshefrt rely on increasing the element
spacing, or the use of complex weighting functions.

When the spacing between the elements is increisednain beam becomes
thinner and sharper [31]. In order to justify tetatement, let us consider the equation

for a beampattern of a ULA:

in(N -
sin(N > )‘

Lwpdg, o 2wd (3.32)
sin(y?) ‘

B, ()= ; ;

1
N

An analysis of this expression reveals that whemerator becomes

zero and the denominator is non zero, then nutsron the beampattern.
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Therefore a Null occurs wheBin(N%): 0 (3.33)

ThereforeN% =np,n=123,..
2np
y =T,n=1,2,3,.. (3.34)
Expanding , we get :u :%, n=123,.. (3.35)

Therefore nulls occur at all points described ®88), when the denominator

of (3.32) is non zero. The denominator of (3.32)dmes zero when,

sin%)= 0, (3.36)

This happens whery;, =2rp ,n=1,2,3,.. (3.37)
. n/

That is,u ZF' n=12,3,.. (3.38)

When (3.33) is true and (3.36) is false, thenltbampattern develops a null.
Therefore, the first null occurs at:NLd. Therefore the null to null beamwidth is

given by Bw :li_/d' When this expression for beamwidth is analyzedan be

concluded that the beamwidth can be decreaseddy theans :
Increasing the inter-element spacing d.

Increasing the number of sensor elements N.

Increasing the operating frequenfcy % :
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Figure 3.6 Effect of increasing the inter elemegraicsng on Beampattern.
N=10 (a)d =% (b) d =//2 ©d=/

The beamwidth of the pattern cannot be arbitratdgreased by altering these
parameters without inducing other problems. Theueacy of operation cannot be
used to alter the pattern because, in most caseahsmitter and the receivers are
designed to work only in one particular band ofjfrencies. So that leaves d and N
to be the only other parameters that can be alteredkcrease the beamwidth. In
creasing N indiscriminately, will reduce the beauwftivi But it will also increase the
manufacturing cost, size and complexity. So therielement spacing d is used by
most array designers to produce thin beams. Bueasing this parameter beyond a

certain extent will give rise to another problenhish is discussed below.
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Consider the points where (3.33) and (3.36) gasfead. This happens at
u= m% So in these locations instead of nulls, we getriadtive main lobes. These
secondary main lobes are termed as grating lot8sTRe first grating lobe occurs at

u =%. This happens when the inter element separdtioh. So in order to avoid

grating lobes, the array is generally designed shahtheral £ //2 Once d becomes

greater thar{/2 , then grating lobes slowly start creeping inte Wsible region. This

limits the distance through which we can separatesensor elements, in order to

produce sharper beams. This is effect is illustiratearly in figure 3.6.

Method of Weights

The expression for frequency wave number respaasedefined as:

Gwk) = w2 ek d (3.39)

¥

It can be noted from the above equation that wewgictor w,(2) and the
frequency wave number response are Fourier transfmirs. Hence, altering the
weighting functions will directly affect the beantfgan. So, different distributions of
weights can be used to achieve the conditions dficed side lobe levels. This
method, even though it reduces the sidelobes, cailise the main lobe to broaden,

thus reducing the sharpness of the beam. But whegghting is used in combination
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with other directivity enhancing techniques, thiSeet can be compensated to

adequately.

Some of the well known weighting schemes are destrin the table below

[31].

Table 3.1 Weight Distributions used in Arrays

Uniform weighting

1

" N

Cosine weighting

N1
2

. P N-1
W =sin(—)cos ; £ nE
" (2N) %) 2

Raised Cosine weighting

w,=o(p p+(- p)cos(%)

p 1-p.  p
c(p) =—+——sin(—
(p) N 2 (2N)

Hamming weighting

W, =g, + glcos(% ), @ and g control null placement

Blackman Harris weighting

w, =0.42+ o.5cos§% ¥ 0.08coé%

Kaiser weighting

2
w, =1, b /1- % , lo(X) = zero order bessel functio

=)

One more popular weighting distribution is the @loiichev weights. This

uses Tchebychev polynomials,(k), which is a set of orthogonal polynomials that

are related to de Moivre’s formula, and can belgasipressed in a recursive manner,

defined over the interval

wW(X) =
1- X

-1<x<1, with respect the t weighting function

. The Tchebychev polynomial can be used to formmseavith

constant sidelobes of specific levels.
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One other technique used for improving directivisy by using subarrays

instead of normal antenna elements.

3.7 The Concept of Subarrays

Most of the discussion upto this point, has assuthatieach element in the
array was isotropic. But in many cases each elerhast its own characteristic
beampattern, as discusses in the non-isotropiceglepatterns. In other cases, groups
of sensors are combined to form a subarray witava synthesized beampattern of its
own. These subarrays are treated and manipulatedsagyle element of an overall
main array. The effective beampattern of the oVeaahy is obtained by pattern
multiplication of the subarray pattern and the mamay patterns.

A very significant advantage in this techniquehat we have the luxury of
shaping the individual beampatterns by arraying weiyhting the sensors in the
subarrays. This opens new avenues in beamformirtheofinal array. The use of
subarrays can enable us to use two levels of waghdne at the main array and one
at the subarray. This helps a lot in shaping thal fpattern.

Given that subarrays are helpful in data procgsaimd beam shaping of the
sensors of the main array, we face another prob&nte each subarray consists of
an array of sensors, the distance of separatiomeleet each of the subarray element
in the main array, is definitely greater than This yields very thin main lobe. But

also brings in grating lobes into the visible regido, in order to utilize the
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advantages of the subarray technique, we needpjoresss these grating lobes [32].
Many techniques are available for achieving thise Thain goal of all these methods
is to make sure that the nulls of the subarrayepattoverlaps on the grating lobe of
the main array pattern. This ensures cancellatiothed grating lobes during pattern
multiplication.
The most common technique used in subarray beamfgrto counter the

grating lobes is the method of overlapping subarayThis method employs the
variation of weight distribution and the overlagioabetween the subarray aperture

size and the subarray step size to tweak the $fidelod the mainlobe performances.

3.8 Subarray rotation

Suppression of grating lobes has always been umxiere research by array
designers. Grating lobe requirements always imposestraints on the maximum
element spacing thus reducing the number of elesnédptimization of arrays to
bring down grating lobes requires a lot of compatal load. The use of random
configurations demands the use of a large numbeleofients [32]. In practice, these
designs are hampered to a large extent by mutugdliog and restrictions of size of
elements .

In order to overcome these limitations, Dr.AgralWwak proposed a novel and
simple way to achieve grating lobe suppressionoltgtion of subarrays [32]. In order
to understand this concept, it is important to kribeslocation of the grating lobes in

the planar array.
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Figure 3.7 Location and Behavior of the gratingg®lon rotation of a planar array

In the previous sections on linear arrays, it Waseoved that the grating lobes
: /. . .
occur at multiples ol :a. Since planar array is nothing but an array chysy we

can identify grating lobes in all four direction®iin the main lobe. The locations of
the grating lobes are depicted clearly in figurg 3Vherd >/ , then the grating lobes
slowly enter the visible region which is showniguire 3.6 [29].

Now consider the pattern in space when the plamay as rotated in space.
Since the pattern of the array is relative to thsifon of the elements on the array,

when the array orientation is altered corresporiging when the array is rotated in

space by® then, the pattern is also rotatedgBy This is illustrated in figure 3.7 [29].
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- subarray pattern
main array pattern
= total beampattern

Beam pattern (dB)

Figure 3.8: Subarray pattern multiplication to sigys grating lobes

It was also found that the total beampattern ofatitnay can be considered as a
pattern multiplication of individual element pattsrwith the array factor.

BP= Aet AF
(3.40)
For example in a 3x1 array,

BP= Ad e’ +1+ d)
(3.412)

But this is true only if all elements are identicBherefore if each element has
a different pattern, namelbpel, AeZzandAe3 then the beampattern can be calculated

as: BP= Aae’® + Ae+ Ae e (3.42)
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This equation basically illustrates the functioniafythe subarray rotation
concept. By rotation, the subarrays are basicdtsriag the beam orientation and
hence changing the effective beam pattern durirggitidividual subarray pattern
multiplication. Figure 3.8 illustrates an examplkeere the modified subarray pattern,
was used in pattern multiplication to suppressgiaging lobes. More details about

practical application of subarray rotation will bevered in the next chapter.
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CHAPTER 4

DESIGN AND DEVELOPMENT OF THE ARRAY

4.1 Introduction

The basic concepts of arraying and beamformingewevered in detail in the
previous chapter. It is quite apparent that whees¢htechniques are used with
prudence, will enable us to build antenna systdrasdre capable of high directivity
and good grating lobe suppression. In this chap#er, discuss the design and
development of such an antenna array, where theepbf subarray rotation is used.
We start with a description of the design goal$ W are trying to achieve with this
antenna array system. Then the various design sstagthe array development is
discussed. The development of a MATLAB model tlahputes the array factor of a
subarray rotated antenna system is first discusseglye an insight into the choice of
the array parameters. This is followed by discussi@mn the finite element
computational simulation models from Ansoft HFS$iiak was instrumental in the
determining the performance of the Antenna modals #he effect of varying its
parameters. The fabrication of the antenna systettee related technical issues are
also dealt with in detail. Finally, the measuremand results of the fabricated array

system is analyzed.
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4.2 Design Goals

The main objective of this project was to devebbplanar antenna array
system to map the deep internal layers and imagectibed interface in the dry
snow zones in Greenland and Antarctica. The marpqse for the use of advanced
arraying concepts in the development of this ardeamray is to achieve fine
resolution during the radar sounding. By develomnogh a system, we can filter out
unwanted interferences and the degrading effestidace and volume scattering.

The key requirement for such fine resolutions isnarow beamwidth,
typically less than 10 But as seen in the previous chapters, efforgsréoluce such
sharp main beams will invariably end up producingatigg lobes, which
compromises the advantages obtained by the fine fn@ams. Subarray rotation
techniqgue has been employed in this array desmrelitninate the effect of the
grating lobes. The operating frequency range ofatitenna is 550MHz to 650MHz.
The antenna should have very good impedance aterpanhatch in this bandwidth.
Ideally, a net return loss of less than -10dB is flequency range is considered to be

a good impedance match.

4.3 MATLAB Model

Since it was decided to employ the technique tlasay rotation to design
the antenna array, one key question that needs smé&wered is about the number of
sensor elements and their orientation in the ayayem. It is also imperative to have

an idea about the amount of grating lobe suppressichievable by various
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configurations before finalizing the array layoun. [32], where the concept of
subarray rotation was first proposed, a 2x2 maiayawas used, with each subarray
having a 4x5 sensor arrangement. Each subarrayretaged at 15to obtain the
advantage of grating lobe suppression. Figure Holvs the grating lobe suppression

achieved by this configuration.
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Figure 4.1: The subarray rotation configuratiorcdgsed in [32] and the resulting grating
lobe suppression achieved. The figure on the aghtpares the outputs with and without
subarray rotation.

The wave length at the 600MHz operating frequescground 50cm. Since

an antenna element’s dimensions are proportiond)/zto such an elaborate

configuration featuring 400 sensor elements ispnattical in radar ice sounding. So,
it is imperative to build an array with minimal nber of sensor elements that

satisfies our design goals. Analyzing an antennayagystem with subarray rotation
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mathematically is not as simple as compared to dbeventional arrays. The
mathematical expressions, of the form (3.42), whiebcribe the behavior of subarray
rotated arrays, are not easily perceived. Since tdghnique is relatively new and
uncommon, there is not much literature availablat thiscusses the behavior of
subarray rotation mathematically. Hence it wasessary to develop a generic
computational model, which can compute the beantepet of any given
configuration of array system with subarray rotatieature.

MATLAB is a versatile multi-purpose engineeringpgramming tool that was
used in developing the generic beamforming modeddufor analysis of different
subarray configurations. This MATLAB model genesategraphical user interface,
which accepts the following parameters:

Nm : Number of sensor elements along the x-axif)ermain array.

Mm : Number of sensor elements along the y-axifhénmain array.

dmx : Inter-element spacing in the main array aldhg x axis(in terms

of /)

dmy : Inter-element spacing in the main array altmgy direction(in terms

of/)

Nd : Number of sensor elements along the x-axig)e subarray.

Md : Number of sensor elements along the y-arithé subarray.

dx : Inter-element spacing in the subarray altmg x direction(in terms

of /)
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dy : Inter-element spacing in the subarray altmgy direction(in terms

of /).
X . Rotation angle of the subarrays.
f : Frequency of operation.

th : Beampattern slice angle.

This program does not consider the non-isotropitume of the sensor
elements. So the final pattern computed is puredy drray factor of the complete

array system. First, the three dimensional beantematof a single subarray is

1 N1 e N ML M

*

computed using the formuBP=—— we 2 W, e " Since
MN n=0 m=0

each of the subarrays has its own rotation anigéebeampattern of each subarray can
be obtained by slicing the unrotated three dimevaigattern along the rotation
angle. Thus the rotated patterAgl, AezaandAe3are obtained.

The next step is to compute the main array patewch integrate it with the
individual subarray patterns to obtain the overallay pattern. This is done by

evaluating the equation:

o7 )
BP=— " [Ad A2 A§ TGS
MmNm -
I g
e
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Numerically this looks complex and is quite hardvisualize the pattern to
measure its parameters. So all three patterns, lpaswbarray pattern, main array

pattern

Figure 4.2: MATLAB GUI designed for analysis of lgaatterns using subarray rotation

and the combined patterns are plotted in the outpndow of the GUI. Figure 4.2
shows a typical output of the GUI. The GUI enahlego visualize the operation of

the subarray rotation technique in suppressingtagng lobe.
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The bottom left pane shows the main array beampatihe top left pane
shows the unrotated subarray beam. The top righe gaows the combined pattern.
The bottom center pane shows the combined pattetwo dimensions, to enable
easy measurement of the performance of the beamermalhe bottom right pane is
the control panel to set the parameters of theyawafigurations.

The grating lobes can be observed in the main gragierns. One important
observation on analyzing the patterns is that ta@ng lobe suppressions occur when
the nulls or low sidelobes on the rotated subapayerns overlap on the grating lobe
positions. So for suppressions to be at its maxinthm effective levels in the rotated
subarray patterns should be as small as possifbdéelULA is used instead of a two
dimensional planar array for the subarray strugtiltie would not yield lower pattern
levels when the pattern is rotated. Hence subam@gsion with ULA structure will
have an overall detrimental effect on the finaégrated pattern. Hence the subarrays
have to be two dimensional planar structures.

For best results, it would be prudent to have trennarray also as a two
dimensional structure. But building such a struettor radar sounding at 600MHz
would be cumbersome. So array structures with eamermkional main array and two
dimensional subarrays were analyzed to finalizeoon array structure. One other
consideration is to have minimum number of sen&ments to achieve the design
goals.

Many such configurations were considered for thgppse of selecting the

final design. Table 4.1 gives a highlight of sonfettee configurations which gave
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excellent results. Appendix B gives the patternedpced by each of these

configurations. The table shows only some salieatures in the patterns along the x

axis. But in order to appreciate the overall effentess of the configuration, it is

important to analyze the beampatterns in three nmes. To understand this, a

proper review the data in table 4.1 is necessary.

Table 4.1: Salient features of the various array configuregiander consideration

Main
Array

Sub
array

No of
sensors

Rotation | Beam | SLL | Grating Comments
Angle width | (dB) lobes
(deg) | (deg) (dB)
0 6 -13.5 -25 Best config. B
Nno suppression
along y axis
0 6 -13.5 -25 Acceptable
10 7 -14 -22 Good config
40 11 -17 -27 Too many
sensors
30 9 -15 -23 Too many
sensors
17 9 -14 -23 Too many
sensors
30 9 -14 <-25 Too many
sensors
32 9 -14 -24 Too many
sensors

The main array configurations are advantageousofor cause, when it is

single dimensional. Maintaining a two dimensionbdgranent with rotation in the

main array is cumbersome, especially when we dragahtenna structure on the dry

snow areas. So, cases 1-3 which has single dimeaisioain arrays are preferred.

Similarly, smaller subarray configurations are pregd over larger ones. So subarray
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configurations with more than two sensor elememtithé y direction is not preferred.
Another very important criterion is the total numimé sensors. As the number of
sensors increases, the cost and complexity alsmeases. Each sensor has an
associated feed network and balun transformersit 8imperative that we have the
minimal number of sensor elements. Considering lthes of thought, we can easily
conclude that case 1 is the best possible contigaraBut when we look into the
three dimensional beampatterns (appendix B), weadhat there in absolutely no
suppression in the y direction for the first cabBleis is due to the lack of arraying in
the y direction. In such cases, a subarray rotatimuld prove to be having a
degrading effect. So the next best choice, casas3cwosen as the ideal configuration
to suit our cause. The detailed configuration afeca is as follows:
Main array:

Configuration: 3x1

Inter element spacing in main array: 2/45
Subarray:

Configuration: 5x2

Interelement spacing : x direction : 052

y direction : 0.70

Subarray rotation angles : 1@°, 10
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4.4 The 5GHz Prototype Model

The final antenna array should perform properiggalobe suppression and
exhibit good performance at 550MHz to 650MHz. Bingglthe antenna directly has a
lot of drawbacks, especially when new techniqulks Subarray rotations are being
employed. Building an experimental final produchegeally requires a lot of iterations
and troubleshooting. Fixing and analyzing is easidre size of the antenna is quite
small. More over, building a smaller prototype alswoables us gain confidence
regarding the working of the array system. Any exthat occur in the prototype can
be anticipated and corrected early enough whileggdasy the final system.

The prototype array for the final 600MHz systenswigsigned to work from
4.5GHz to 5.5GHz. The main is that, if the 5GHz elodorked reasonably well,
then designing the final 600MHz model is not diffi¢ as it involves just scaling up

and optimizing the model to meet the design goals.

Antenna Structure

The 5GHz prototype antenna is basically an adaptatf planar rectangular
printed dipole. It was built on a Rogers RT/Durd@870 dielectric substrate of
thickness 60 mils. The dielectric properties of shibstrate are as follows:

Dielectric constarg, : 2.33
Loss tangertand: 0.0012
The antenna is fed by a set of coaxial cables, edchOW impedance. This is

because, it was found through simulations thatdifferential feed impedance of the
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dipole under test is around 1900 A phase difference of 180is maintained between
the two coaxial lines that feed the dipole. In i a balun transformer or a 180

hybrid power splitter is used for this purpose.

Figure 4.3: A model of the planar rectangular guhtlipole

Generally, the total length (L) of a dipole anterad@ment is marginally less

than//z, where/ , is the wavelength corresponding to the centeguieacy of the

antenna [33]. In our case the center frequency@#lAh which corresponds to a
wavelength of 6cm. Therefore the total length & #@mtenna is around 3cm. Since it
is a dipole antenna element, it consists of twegaif length | and width w separated
by a small gap, where the feed cables are conneldedlly this gap should be as
small as possible. This is illustrated in figurd.4dence to determine the performance
of the antenna element, we need to parametrical§lyae the performance of the

antenna with varying values of L, |, w and g. Artiopzed antenna design is obtained
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by analyzing the parametric analysis results. Siashmetric analysis is done using a

finite element simulation software called Ansoft $& The parametric analysis

results are given in table 4.2.

Table 4.2: Parametric Analysis of the rectangular dipole

Feed pt | Gain(dB) Re“&;g;oss Width | Gain(dB) Ret(“(;ggoss
1 34mil nan nan 1 230mil 0.64654 -15.050
2 36mil 2.225306 -16.37 2 240mil 1.01168 -15.170
3 38mil 1.490867 -18.786 3 250mil 1.77723 -15.373
4 40mil 0.308019 -19.321 4 260mil 0.914474 -15.194
5 42mil -0.11508 -25.24 5 270mil 1.085918 -14.864
6 44mil -0.7073 -24.32 6 280mil 1.417033 -14.379
7 46mil -1.16884 -21.02 7 290mil 1.080347 -14.915
8 48mil -1.78113 -19.95 8 300mil 1.20767 -14.822

Gap | Gain(dB) RE%%OSS Length | Gain(dB) Rett’égoss
1 68mil 1.96545 -14.8544 1 455mil 1.743179 -16.5023
2 72mil 1.97308 -14.3735 2 465mil 1.712623 -18.1746
3 76mil 1.84824 -15.1483 3 475mil 1.782231 -21.4827
4 80mil 1.723213 -15.6033 4 485mil 1.417162 -20.9358
5 84mil 1.781227 -15.8447 5 495mil 1.47435 -20.7833
6 88mil 1.214727 -15.3835 6 505mil 1.994365 -18.5753
7 92mil 1.349455 -15.1495 7 515mil 1.681966 -17.3952
8 96mil -1.52086 -0.25228 8 525mil 1.667427 -16.8318
9 100mil -1.47647 -0.23386 9 455mil 1.243179 -16.5023

We notice that the gain of the antenna decreastdsedeed point moves into
the individual dipole sections. Maximum performariseobtained when the feed
points are exactly at the edge of the dipole sesti©ne more observation is that the

gain and the return loss performance deterioratéhasgap between the dipole
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sections increases. This is mainly attributed te tltecreasing E-field coupling

between the dipole sections, which determines thie gnd performance of the

antenna element. Eventhough the performance impravet when the gap distance g
is reduced, We cannot reduce it lesser than 72ndile to the finite thickness of the

feed cables, which start to overlap on each othHenathe gap distance is less than
72mils.

In general, the width of the dipole controls theuh impedance of the
antenna. Hence it is the key parameter that detesnihe impedance bandwidth of
the antenna. Simulations show that we get excelfepédance match at w=250mils.
The return loss is around -18 dB at this value wlthv The lengthl] of the two poles

is given byl =(L- g)/2. Hence the value dfis around 1.5mm. Upon parametric

analysis, shown in table 4.2, it was found thatdh&nna'’s return loss was best at

[=1.4mm. Hence the finalized parameters for therar@element are:

| =1.4mm
w = 25mils
g = 72mils

Feed offset = 36mils

Since the physical design parameters of the seamtgnnas have been
finalized, simulation of the antenna in HFSS wasealto observe the performance of
the antenna element. Figure 4.4 shows the retigrdod beampattern of the dipole
computed by HFSS. The dipole has been observedue & good return loss in the

frequency band of interest. In order to verify tesults we fabricated and tested the
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dipole before going ahead with the developmenthaf subarray. The RT/Duroid
5870 of dielectric constant 2.33 and thickness @8, was used as the substrate. The
toplayer contained the printed dipole structurghaf dimensions given above. The
bottom layer contained the feed structure whichumhes a 5250BL15B100 chip
balun(appendix D) manufactured by Johansson Teofres. Although the balun’s
operating frequency is only from 5150MHz to 5350MHis characteristics are
acceptable from 4.5GHz to 6GHz. Figure 4.4 shows d¢xtended return loss
characteristics of the balun. Care was taken tota@ a reasonable distance between
the SMA connector and the printed dipole. This el in order to reduce the
interference of the SMA connector with the radiatipattern of the dipole as the
connector’s size is comparable to the antenna heriggure 4.5 Shows the top and
bottom layers for the dipole antenna, designed litud Protel PCB designer. The
design is exported as gerber files which is usedilb out the antenna on a PCB

board using the LPKF C60 PCB mill.

Figure 4.4: The simulated Beampattern and Retusrdbshe Rectangular dipole
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Figure 4.4: The simulated Beampattern and Retusrdbshe Rectangular dipole(contd)

Figure 4.5 Top and Bottom layers of the rectangdijaole
The next stage was testing the antenna. A detaédlstihg methodology is
described in appendix A. Upon testing this versbthe dipole, it was found that the

return loss performance was very poor and the tiadiapattern was also
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unsatisfactory. So, further analysis was performad the antenna board to
troubleshoot the problem. It was found that thedsaused for feeding the dipoles
from the balun had very high impedance as comptoeithe required 5@/. This
basically reflected the feed signals before it hegicthe dipole feed points. This had
to be corrected. Since a WOmicrostrip line was not possible in the bottomelgythe
use of coplanar waveguide structure with finite twiground plane (FW-CPW) was
adopted to design the B0 feed lines. The impedance offered by a FW-CPW is

computed by the equation

eeff
Z,=
Cct
And, e, -
CO

Where Z,is the impedancectlis the velocity of light in free space, C is the
capacitance per unit length of the line abgds the capacitance per unit length in the
absence of the dielectric. Computation of the v&hfeC andC, is discussed in detail

in [36]. A MATLAB program based on these calculasas given in appendix C for
reference. The computed dimensions for a nedV 3oN-CPW is as follows: line

width=50mils; ground plane width = 100mils; spacibqils.
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Figure 4.6: Top and Bottom Layers of the dipolesantn with the modified feed structure

The new antenna design is shown in figure 4.6. Whiesnantenna was tested,
it was found to have a very good return loss charmtics and a consistent

beampattern. The results are shown in figure 4.7

Figure 4.7: Measured Return loss and Beampattettmeafiew dipole
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The measurements have a decent correlation witlsithelations. The return
loss is slightly worse in the measurements sineebdun used in measurements is
not an ideal one which is used in simulations. Mueg, the effect of reflections from
the SMA connectors could not be perfectly simulated the next step was to build
the array with these sensor elements. The dimengsibthe sensor elements remain.
The subarrays are designed by arraying these etemmenaccordance with the
configurations developed by the MATLAB model, dissad in the previous section.
Arraying of sensors can be done in two ways: Eglamaying and H-plane arraying.
Figure 4.8 displays the directions of the E-fiebdsl H-fields in the dipole antenna
element. Arraying the antenna along the E Fielédtion is called E field arraying
and the other is called H field arraying .This Isoaillustrated in figure 4.8. The
arraying along the x axis consists of 5 dipolesasgied by 0.52. Since each
dipole’s length is close to the inter element spamf 0.52/ , it is not possible to
have an E-plane array in the x direction. Thereftre subarray has a 5 element H-

plane array along the x axis and a 2 element Eepdaray along the y axis.
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Figure 4.8: (a) E-field and H-field directions (H)field array (c) E-field array

This subarray architecture is used to design a latimon model where the
complete array system with subarray rotation wasikited using Ansoft HFSS. The

results from the simulation are shown in the figlu@

Figure 4.9: Simulated returnloss and the beam pafite the overall rectangular dipole array
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The fabrication procedure of the subarrays is simib that of the single
dipoles discussed earlier. Even in this architegture have the coplanar wave guides
to feed the dipoles from the baluns without anyaidoss. Figure 4.10 displays the

fabricated antenna during measurements.

Figure 4.10: The fabricated antenna subarray useg$ting

Testing of all three subarrays simultaneously isnloersome, due to the
instability of the support structure in maintainitige exact rotation angles and

separations throughout the measurements. This &sses because the testing stand
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holds has to hold the subarrays in a vertical fastperpendicular to the ground.
Whereas, in the field experiments in Greenlands #ntenna array structure will be
rested flat on a horizontal frame to hold the posg and angles while it is moved on
the dry snow. Hence the final structure will beb#ta So while testing the subarrays
in the labs, we could only test subarrays indiviguaThen principles of
mathematical beam processing discussed in chapteer8 used to combine the
patterns of all three subarrays to obtain the dviertagrated patterns.

The measurements were taken as described in appéndPreliminary
measurements showed that the return loss chasderiof the subarray was
excellent. But the beampattern was severely deort So steps were taken to
troubleshoot this anomaly. The antenna dimensioese vehecked and the design
parameters were identical to the simulation mo&al, it was assumed that the
problem was not with the antenna design. Next, fédezl network was analyzed
thoroughly. The feed network consists of a 12 wawer splitter, which has two
terminals terminated with matched loads. Then t20@irich Astrolab coaxial cables
connected the power splitter outputs to the temrbahputs. Since the balun feed
structure was already analyzed and verified dutiregtesting of the dipole, it was
concluded that it was not the cause of this probl€he power divider outputs also
quite accurate and phase matched. So the problesnfouead to be with the 10
coaxial cables.

The cable manufacturers have specified that thdegsaban have upto

+1%error in length, which can vary from -1.2inchs t@ifiches, an effective error of
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about 60mm. In general cases where the frequenopeftion is below 1 GHz, this
error does not play a major role. Using the linecidature of Agilent ADS, which is
used to design transmission lines, it was fount] &#tebGHz, an error of 0.5mm could
add a phase error & . So, total variation of a possible 60 mm in theglfs of the
feed cables will produce anomalous variations iageh But the array elements need
to be fed with equi-phase signals. The cables wWeme characterized thoroughly, and
their insertion phases were measured. A wide traniaf phase errors of the order of
150°was observed between the cables. To compensathifoerror in the cables,
different combinations of SMA male to male, and esfdgmale connectors were
characterized for their insertion phase and appknodhe cables to correct for the
phase errors caused by the cables. Appending ttwsgectors reduced the phase
errors to 40, which was also quite large, but considerablydrdtian the previous
case. The phase match was best around a small wihdwound 4900MHz. So with
this minor change in the setup, the subarrays tested again.

Even with the phase correcting effect, the bearapadtwere slightly distorted
due to the residual phase errors. These residaaepbrrors were measured from the
feed network and fed into the HFSS simulation modiee beampatterns from the
simulations and the measurements were then compéregas found that they
matched reasonably well. Around 4900MHz, the patteas the best, due to the
minimal phase error. A mathematical subarray prsiogsof these data revealed that
the grating lobes were efficiently suppressed whiesm phases were reasonable

matched at 4900MHz. The suppression was around,l8d&e to the 20dB predicted
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by HFSS. The analysis and comparison is showngardi 4.11. The figure 4.11
compares the simulated and the measured resut80ftMHz, where the residual
phase errors from the cables were minimal. With hb#ding up of the prototype
model, we have come to know that the subarrayiostaechnique works efficiently,
if the proper inputs are given to the array. Whtis ttonfidence, the work of designing

the 600MHz antenna was started.

(@)

(b) (€)
Figure 4.11: (a) comparison of the simulated ardnieasured return loss; (b)
Comparison of the simulated and measured beampaiter subarray; (c) The overall
beampattern of the array after including subarcdgtion.
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4.5 The 600MHz Model
Since the 5GHz prototype antenna array workecequéill, it was decided to

use the same design and scale up to work at 600Mince it was scaled up by a

factor ofM =8.33. Then the optimizations were performed to achibeedesign
5GHz

goals. But this antenna’s main purpose is to mapirtternal layers at the dry snow
region. So During application, the antenna wouldrdiating directly into the ice.
The setup is shown in figure 4.12. All the simwdas and testing done so far did not
take the effect of snow on the antenna. So inithe bptimizations, it was necessary
to add snow’s dielectric properties on the rad@tialf space of the antenna.

The effect of adding snow in the simulations hathe drastic effects. The
inclusion of snow basically reduces the radiatiesistance and it is easier to obtain
an impedance match. So the return loss performafcthis setup was largely
improved. But
the radiation pattern of the new setup sufferedealdup at the main lobe. This was
mainly due to the dielectric property of the sn@ince the dielectric constant of the
snow is 1.7, the wave length of the propagating evayets reduced to

_/

snow

/ a'/\/1—7 Therefore, it is expected that the pattern badtdwshould decrease

when the effect of snow is added to the simulatiding also quite known that the

current standing wave pattern of a regular fingegth dipole starts splitting up as

I>//2[33], where | is the length of the dipole. The length of the ofiip is
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approximatel;/ a% =«/1.% Yo - Therefore the beam pattern starts splitting up in

the presence of ice. Therefore the rectangulateatidipole array design could not be

used further for use in snow.

Figure 4.12: Radiation setup of the antenna

Therefore, alternate designs for the antenna werdiesl. It is quite well
known that the current distribution and the radiagi in the antenna occur only along
the edges of the structure [33,34]. So the newgdeseeded to be of a different
shape, so that the current distribution along thgee are altered significantly so that
the pattern bandwidth of the antenna is not aftecteéhe frequency band of interest.

A number of designs were considered, before we dotlvat the elliptical
dipole antennas had very good impedance and pdtandwidth. The design was
based on a discussion by Hans Schantz in [30]islddsign the author introduces the
elliptical dipoles as a well-matched, high effiagradiator and receiver of wideband
RF energy. These dipoles had a differential inpytedance of 100/. So the could

easily be fed by two 50/ coaxial cables. The elliptical elements gave éebahatch
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and better pattern bandwidths, due to its oblommffactor and gradual taper. As in

the previous case, the total length of the antel@t@rmines the center frequency and

is approximately equal té/z. The study conducted by Schantz [35] concludet tha

the minor axis must be greater th@r?/ for good return loss characteristics. The
eccentricity of the antenna controls the bandwalid the impedance match of the
dipole. As the eccentricity increases, the retwsslgets better. But this causes a
decrease in the bandwidth of the antenna.

The author used a RO4003 substrate of dielectmstant 3.0 at frequencies
3GHz. The required center frequency of our antersn&00MHz. So when the
Schantz’'s antenna design was scaled, up to 600Mtez,used a polycarbonate
substrate of dielectric constant 2.5. The choicthefpoly carbonate dielectric is due
to the low cost, high stability and closeness @atitric properties with Schantz’s

antenna. The polycarbonate substrate had a thiskoked.2 cm. The length was

scaled up té/z. Then a parametric analysis was performed to oheterthe value of

eccentricity value required for our purpose.

Our requirement is that the antenna should haved gperformance
characteristics from 550MHz to 650MHz. This is reotvery large bandwidth as
compared to the capabilities of the elliptical dgpdso the band width is not an issue
here. The only trade off is between the impedanatcimand the width of the dipole.
It was noted earlier that higher eccentricity proghl better match. But it increased

the width of the dipoles. Increasing the dipole tWiavill be a problem when the
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subarrays are rotated and aligned, as the broathvaflthe end dipoles in the
subarray may overlap. Hence it was decided toeseith an eccentricity of 0.98. The
dimensions and the alignment of the dipole elemants subarray is shown in the
figure 4.13. The HFSS simulations of the dipolehwtte effect of snow indicated
excellent impedance and pattern bandwidth in teguency of operation. The results

from the simulations of the single dipole is shawrigure 4.14

Figure 4.13: Autocad image of the final 600MHz guéaga with dimensions
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Figure 4.14 : simulation results of a single eitigt dipole

So the next stage was to design and simulate teelb\array characteristics
with the subarray rotation. HFSS has two methods simulating the arraying
characteristics of an antenna. One is the defatdtyaset up menu, where a single
dipole is simulated and the result from the singllement is extrapolated with the
array factor. But this method is not very accuiaddat does not compute the mutual
coupling between the elements. So the completdefielement method (FEM)
simulation for the full array system is preferremt faccurate results. The HFSS
simulation model is shown in figure 4.15. One drawlbof the FEM method is the
time and resources required for computation. Thamdation of the results of the
final array required more than 130GB of space asaklg 2 weeks of time, with a
memory utilization of about 24GB. The simulatiosults of this model has indicated
excellent return loss characteristics and goodirggdbbe suppression. Figure 4.16

exhibits the simulation results.

89



Figure 4.15: The HFSS simulation model of the oNaraay

Figure 4.16: Simulated return loss and beam pa#te650MHz for the HFSS model
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The fabrication of the array required the exportfighe design from HFSS in
an AutoCAD DXF format. Later, the copper sheetsenmecisely tooled to match the
exact elliptical shape in the design. Once the eoptates were machined out, they
were aligned and fixed on to the poly carbonatessate, with the help of screws.
The center fed dipoles, required SMA connectoreriesl from the bottom layer to
the feed points, which were at 2mm from the edgéefellipses. The Minicircuits
ZFSCJ-2-4 180 hybrid power splitters were used as baluns for dipwles. The
baluns were attached to on to the bottom layehefpblycarbonate, midway between
two adjacent dipoles. A low impedance conductingd® was necessary to connect
the outer conductors of the feed cables, to eliteinenbalances produced by the
varying currents in the outer conductors. Figu¥/4hows the fabricated subarray

which was used for testing.

Figure 4.17: The final fabricated subarray modelrdutesting
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Again testing three subarrays simultaneously inldhs was not possible due
to the size, and stability issues of the antennanwhounted on the vertical axis. So a
single subarray was built and tested. The antemed hetwork consisted of the
outputs of a 2 way power divider (Minicircuits ZFSEA) attached to two 8 way
power splitters (Broadwave 151-040-008). 10 oufpurts from the resulting 16 way
splitter were used to feed the baluns. The unusetd prere terminated with matched
loads. The outputs of the baluns were attachethg¢gcantenna feed points by using
equal length coaxial cables designed in the labke results were processed using
mathematical array processing with subarray ratatiioobtain the final beams of the
overall array system. The processed results froenntleasurements are shown in
figure 4.18. The measured patterns were compard the subarray simulation

results without the snow effect.
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(a) Return loss comparison ) (deasured Return loss

(c) H-plane @ 650MHz (d)ptane(rotated) @ 650MHz

(e) H-plane @ 600MHz (f) Hape(rotated) @ 600MHz

Figure 4.18: Measured results
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(9) H-plane @ 550MHz (H)plane @ 550MHz

(i) E-plane @ 650MHz ) f-plane @ 600MHz

(k) E-plane @ 550MHz

Figure 4.18: Measured results (contd)
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() Overall processed beam @ 650MHz

(m) Overall processed beam @ 600MHz

(n) Overall processed beam @ 550MHz

Figure 4.18: Measured results (contd)
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The measured results were compared with the sipuilagsults of the
subarray in the absence of snow. The results shgeséive match between the
measured and simulated results in terms of beatarpafhe measured return loss of
the subarray has exhibited a very good impedand¢ehm@he return loss of around -
25dB is observed in frequency band of interestcivigven better than the simulated
results. One more positive point about the ressiltee fact that the return loss is less
than -10dB over a very large bandwidth, rangingnftOOMHz to 900MHz.

The processed beampatterns have exhibited excdileativity. A 3dB beam
width of 6.5 degrees was observed in the main Idhe first sidelobes occur at
around -14dB. We also observe a grating lobe sgpe of around -19dB very

close to the predicted -20dB suppression.
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CHAPTER 5

CONCLUSIONS

5.1 Conclusions

The motivation of this thesis was to develop areana array system, capable
of fine resolution mapping the deep internal layansl the ice-bed interfaces in the
dry snow zones in the polar regions. We studiedeitail about the degrading effects
of scattering and attenuation on polar remote sgneieasurements. Later it was
justified that an antenna array of high directivéiyd sharp main beam was required
for this purpose. An analysis of the dielectric reftderistics of the dry snow regions,
enabled us to locate a range of frequencies wierattenuation remained constant,
due to the dielectric constant variation shownigure 2.2. Since Raleigh scattering
is insignificant over the dry snow regions, it wslsown that frequencies around
600MHz suited our purpose. Hence, we designed ray aystem that worked from
550MHz to 650MHz.

When, various array design techniques were aadlyz detail, it was found
that when sharper main beams were the objectivthefarray designer, then the
grating lobes started creeping up the visible negibereby degrading the results.
Hence methods to suppress the grating lobes wadesdtcarefully. It was decided to
employ the technique of subarray rotation in oresuppress these grating lobes.

The design of the complete array was finalizediglyzing the patterns generated by
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various configurations, in a MATLAB theoretical meld We then decided to used
three 5x2 subarrays, in a 3x1 main array, withriftation angles of -10, 0 and 10
degrees imparted on each subarray.

A prototype model of the array was designed to wairkGHz, using simple
planar rectangular printed dipoles as the sensamehts. The design of a single
element was based on HFSS parametric analysis,ewtier dimensions of the
element were optimized to work at 5GHz. Due to high frequency of operation,
there were some design issues during fabricatioht@sting, discussed in chapter 5.
These were corrected by designing a coplanar feedtsre and phase adjusting
adapters at the coaxial feeds to the baluns. Thesuned results were in accordance
with the simulated results, when the phases wetelred.

The success and the lessons learnt from the ppso#fray, gave us
confidence to build the final array. But the firmakay needed to be built so that it
works on dry snow environment, rather than the Bpace used in the prototype
simulations. Eventhough a direct scaling of thetqgigpe yielded a good impedance
bandwidth, it had a poor pattern bandwidth in dmpw ice environment. Hence
alternate designs were considered and the desigtligtical dipoles was chosen for
the antenna elements due to its excellent impedaaro# pattern bandwidth
characteristics. The design was further optimizeithgtHFSS parametric analysis to
maximize the gain and minimize the return loss.

The final array was built using these ellipticapale elements and tested for

patterns and return loss characteristics. Subaotion processing was performed
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on the measured patterns and a 20dB suppressgmatofg lobes was observed in the
measurements. The measured impedance bandwidtte dinel array was excellent
over a very broad band from 100MHz to 950MHz.

Thus we were successful in developing an antemag aystem that meets or
exceeds all our design goals required for the f@s®lution mapping of the dry snow

regions in the polar regions.

5.2 Future work

We have demonstrated a technique that could ke tosrm sharp radiation
patterns, suppressing the resultant grating lohexessfully. But our subarray
configurations are only 5x2. HFSS and MATLAB sintidas show exceptional
results when the number of elements in the x addections are increased. This is
due to the phenomenon where the resulting lowedtaidelobe patterns suppress the
grating lobes further. But such a structure will Qaite big at our operating
frequencies. But such configurations are very mpassible under high frequencies.
So these configurations could be used for sate#iteote sensing to achieve a high
degree of accuracy. But for these configurationbddouilt at high frequencies, we
need to incorporate a printed power distributiotwoek, to eliminate the possible
phase errors that were observed in our 5GHz progoty

Further, when more robust antenna elements likete¢lar drop dipoles are
used with subarray rotation we can obtain largerdiadths and flatter return loss

responses. Research also needs to be done onweepgiaent of thinner antenna
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elements, that would reduce the unwanted mutuaploay and make the rotation
process more flexible. These could result in theldmg of efficient array
configurations in terms of performance and sizethsd they can be used in UAVs to

map remote inaccessible areas in the polar regions.
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APPENDIX A

MEASUREMENT TECHNIQUES

A.1 Introduction

In this section, we discuss the measurement tguksi used by us for
characterizing the antenna array’'s performanceeims of return loss and beam
pattern. Strictly speaking, antenna characterinatieasurements should be taken in a
reflection free environment like anechoic chamiare to the lack of such a facility,
the measurements were taken in an environment ¢odeee space. Due to this
drawback, we encounter a lot of unwanted reflestistom the many objects in the
test environment, like the ground, trees, test mgents, buildings etc. These
reflections have a significant impact on the meadwalues, distorting the true nature
of the results. Later in this section, we discuss agorithm used in the
characterization of the antenna array, to elimindie effect of these unwanted
reflections.

The measurement of the beampattern of the fimalyavas done in an indirect
manner, since it was not possible to characterwe domplete array with three
subarrays installed simultaneously. So, speciangements were done while taking
the measurement of the beampatterns to help usutentpe overall beam pattern.

This is also discussed in detail in this section.
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A.2 Return-loss Characterization

The first important parameter that is measurednrantenna characterization
is the antenna’s impedance bandwidth. In this bahdfrequency, where the
impedance match occurs, the return loss from theenaa is very low. The

measurement of return loss of an antenna gives wdea of the operating bandwidth.

Newtwork .
Analyzer
[ |

Figure A.1: Return loss Measurement setup

The setup used for measurement of the return Bpshown in figure A.l.
Since the return loss is calculated by the amotipbwer that is reflected back to the
input port of the network analyzer, even reflecsidtom nearby objects will add up at
this port, thus distorting the actual values. Tregansource of unwanted reflection is
the ground. If the ground is wet, then its effectriore severe. So, the test antenna is
mounted high above the ground, to limit the grotaftections. Care must be taken to

make sure that the test antenna is not in closempity with any possible reflecting
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objects. Since the network analyzer it self is adgsource of reflection, as an object,
we should make sure long feed cables are usedlar to make sure that the antenna
is spaced at a considerable distance from the metaralyzer. The network analyzer
is calibrated at the end of the feed cable, forftequency range under test. This
cable feeds the power divider network that is &edcto the antenna array. The
antenna is made to radiate into free space, ancging is done with a number of
return measurements to record the return loss. pPastessing is done later to

suppress distortion caused by unwanted reflections.

A.3 Beampattern Measurement

The beampattern measurement for a test antendanes with the help of a
calibrated probe antenna, since we already knowclhigracteristics. The probe
antenna used for the pattern measurement of thez §8sdtotype was the ETS 3115
double ridged horn antenna. The PRISM TEM hornrardevas used for the pattern
measurement of the final antenna array. The bds®& of the pattern measurement is
to move the probe antenna around the test antearthenaasure the received power at
each sample point. Alternatively, we can have ttob@ antenna stationary and rotate
the test antenna about its axis. Since the latéthod involves easier and is less error
prone than the former, it was used in measuringbda@mpattern of the antenna
arrays. The test antenna was rotated withiScrements in the rotation angles to
obtain the accuracy needed to do the pattern mioétpn. But, angle increments of

around 2 degrees are required for better accuracy. Butngetip such a small
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incremental angle is quite cumbersome and willdyeelot of error in the process. So

the received powers af 3ncrements are spline interpolated to achiever famgles.

Direct Path

Reflect Pat/r//

Newtwork .
Analyzer
[ I |

Figure A.2: Pattern Measurement setup
2 2
The distance of separation between the two ansesinauld be at Ieasl/j—,

where D is the maximum aperture length ahid the wave length corresponding to
the maximum operating frequency. This is requinedider to ensure that we are
measuring the far field pattern of the test anteimnaeasured. Figure 2 shows the
setup used for the pattern measurement. The tvemaas are connected by 240 inch
test cables to the two ports of a network analykke radiated power at each sample
point is measured by recording the S21 of thedgsttem at incremental angles. The

final pattern is obtained by plotting the receiyemlver at a single frequency, over

different angles.
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The E and H-plane patterns can be obtained byatieygethe procedure given
above with the test and probe antennas rotatedj deperpendicular axes at suitable
angles corresponding to the E and H fields. Sughsadents in position, angle and
rotations are highly cumbersome when all three saps are tested simultaneously.
This is mainly attributed to the instability of tisepport structure in maintaining the
relative angles of subarray rotation throughout phecess of pattern measurement.
So the characterization of the overall array wasedasing indirect methods. First, the
E and H-plane patterns of the antennas were olstahsubarray rotation angles of
0°,-10° and 10. Later, during post processing these measuremerdere
incorporated in (3.42), to obtain the patternshef overall array. Figure 3 shows the

various rotation angles used for measuring theepatt

Figure A.3: Various Antenna configurations usedmypattern measurement
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A.4 Time Gating

Characterization of the antenna in open space arett by unwanted
scattering and reflections from the ground and rothigiects like trees, statues,
buildings etc, in the test environment. When thevoek analyzer sums up all these
multi-path reflections along with the required amta’s direct radiated path, the end
result is a distortion in the pattern, which leéolsnaccurate results. So these multi-
path components need to be filtered out to obtaectipe results. We employ a
process called time gating in post processing tontay the degradation due to these
multi-path reflections.

The network analyzer records the scattering perars in the frequency
domain. During post processing, an IFFT is perfatoe this frequency domain data,
to convert it to time domain. One the data is teted in time domain, we can
distinguish the antenna radiation from the multihp@eflection components easily, as
each reflection occurs with a time delay. We usedawing to gate only the required
antenna signal, rejecting the reflections. We thea this gated data to form the

accurate pattern.
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APPENDIX B

MATLAB Pattern Analysis

Table B.1: Summary of configurations under test

Main Sub No of Rotation Beam SLL Grating
Array array | sensors Angle width (dB) | lobes (dB)
(deg) (deg)

0 6 -13.5 -25
0 6 -13.5 -25
10 7 -14 -22
40 11 -17 -27
30 9 -15 -23
17 9 -14 -23
30 9 -14 <-25
32 9 -14 -24

Figure B.1: 3x1 Main array, 6x1 SubarréyrOtation
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Figure B.2: 3x1 Main array, 6x2 Subarrgyr@tation

Figure B.3: 3x1 Main array, 5x2 Subarray’ I6tation
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Figure B.4: 2x2 Main array, 4x4 Subarray’ 46tation

Figure B.5: 2x2 Main array, 6x2 Subarray’ 36tation
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Figure B.6: 2x2 Main array, 6x2 Subarray’ I@tation

Figure B.7: 2x2 Main array, 4x3 Subarray’ 36tation
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Figure B.8: 2x2 Main array, 5x2 Subarray’ 3@tation
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APPENDIX C

MATLAB CODE

1. Subarray Rotation GUI

%Interactive GUI for Subarray Beamforming
%by Sundara Vadivelu

function  beampattsub3p(action,inl,in2);
clc

if nargin<i,

action= ‘start’ ;

end;

global BP_DAT
if strcmp(action,

% Graphics initialization
oldFigNumber = watchon;
figNumber = figure;

g@**************************************************

Beampattern plot size

%

bp_x =1.5/35; % LHS margin
bp_w =22/35; % BP width
bp_y0 = 2/25; % lower margin
bp_yt = 1/25; % top margin

bp_h =5/25; % BP height

bp_delta = (1-4*bp_h-bp_y0-bp_yt)/3;

kkkkkkkkhkhkkhhkkhkk

kkkkkkkkhkkhhhhik

bp_yd = bp_h+bp_delta; % y offset to next plot between plots
hl=axes( 'position’ ,[bp_x bp_y0+0*bp_yd bp_w/1.5 2*bp_h])
h2=axes( 'position’ ,[bp_x bp_y0+2.0*bp_h+1.5/25 bp_w/1.5

2.0*bp_h] );

h3=axes( 'position’ [bp_x+bp_w-4/35 bp_y0+11/25 bp_w/1.5

2.0*bp_h));

h4=axes( 'position’ ,[bp_x+bp_w-5.5/35 bp_y0 bp_w/2.8 1.4*bp_h]);

%%9%%% %% %% %% % %% %% %% %% % %% %% %% %% % %% % %0 %48

Default pattern setup; Parameters discussed in docu

%%%%% %% %% %% % %% %% %% %% % %% %% %% %% % %% %%

Nm = 2;

Mm =1;dmx=3;dmy=1;

Nd = 3;Md =1;dx=0.5;dy=0.5;
x=0;ang=0;f=600;f1=[20 10 15];

%
Main buttons dimensions
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% * * * * * kkkkkkkkhhkhhhhikk

but x = 26.5/35; % x offset

but_y0 = 2.2/25; % vy off set

but_xd = 5/35; % x offset to next button
but_w = 3/35; % button width

but_h =.75/25; % button height

m_color =[0.701961 0.701961 0.701961];
it_color =[0.5 0.5 0.5];

b1 = uicontrol( 'Parent’ ,gcf, 'Units' , 'normalized’ ,
'‘BackgroundColor' ,m_color, 'Callback’ , 'beampattsub3p("redraw")’ ,
'Position’ J[but_x but_y0 but_w but_h], 'String’ , 'Beam' );
b2 = uicontrol( 'Parent’ ,gcf, 'Units' , 'normalized’ ,
'BackgroundColor’ ,m_color, 'Callback’ , 'beampattsub3p("done")’ ,

'Position’ J[but_x+but_xd but_y0 but_w but_h],
'String' , 'Quit' ),

% * * * * * kkkkkkkkhhkhhhhhkk

Parameter Edit

%************************************************** kkkkkkkkkkkkkkkkk
f x =24.6/35; % frame x offset
f_y0 = 3/25; % frame
f w =11/35; % frame width
f_hi=6/25; % frame unit height,
th = 0.7/25; % text height
ew = 1.5/35; % edit box width

%++++++++++++++++++ -+ A
Array Parameters

%+++++++++++++++++H -+
p_color =[0.6 0.6 0.6];

f1 = uicontrol( 'Parent’ ,gcf, 'Units' , 'normalized’ ,
'Style'’ ,'Frame' , 'BackgroundColor' ,p_color,
'Position’ Jf_x+1.25/25 f_y0+0/25 f_w-2/25 f_hi]);
t1_2 = uicontrol( 'Units' , 'normalized’ , 'Style' ,‘'text’
'BackgroundColor’ ,p_color, 'ForegroundColor’ , 'black' , ..
'Position’ J[f_x+2/35 f_y0+5/25 4/35 th], 'Horiz' , 'left' ) e
'String' , ' Nm X Mm , 'Interruptible’ , 'off );
e_Nm = uicontrol( 'Units' , 'normalized’ , 'Style' ,‘edit'’
'‘BackgroundColor’ , 'white’ ,  'ForegroundColor' , 'black’
'Position’ J[f_x+5/35 f_y0+5.12/25 ew th],
'Horiz' , 'right' .
'Userdata’ ,Nm,  'String' ,int2str(Nm),
'‘Callback’ , 'beampattsub3p("setNm")’ );
t1_3 = uicontrol( 'Units' , 'normalized’ , 'Style' ,‘'text’
'BackgroundColor’ ,p_color, 'ForegroundColor’ , 'black’
'Position’ J[f_x+6.65/35 f_y0+5/25 3/35 th],
'Horiz' , 'left' .
'String' , ' X", Interruptible’ , 'off);

113



e_Mm = uicontrol(
'BackgroundColor’
'Position’

'Units' , 'normalized’ , 'Style' ,’'edit’
, 'white’ ,  'ForegroundColor' , 'black’
Jf_x+7/35 f_y0+5.12/25 ew th],

'Horiz' , 'right' -

'Userdata’
'Callback’
tl 3 = uicontrol(
'‘BackgroundColor’
'Position’
'String' ,
e_dmx = uicontrol(

,Mm,  'String' ,int2str(Mm),

, 'beampattsub3p("setMm")' );
'Units' , 'normalized’ , 'Style' ,‘'text’
,p_color, 'ForegroundColor' , 'black’
J[f_x+2/35 f_y0+4/25 5/35 th], 'Horiz' , 'left'
'dmx , 'Interruptible’ , 'off );
'Units' , 'normalized’ , 'Style' ,’'edit’
, 'white’ , 'ForegroundColor' , 'black’

J[f_x+4/35 f_y0+4.12/25 ew th],

,dmx, 'String' ,num2str(dmx, '%2.2f" ), ...

'BackgroundColor’
'Position'

'Horiz' , 'right' -
'Userdata’
'Callback’

tl_4 = uicontrol(
'‘BackgroundColor’
'Position’
'Horiz' , 'left' ) e
'String' ,
e_dmy = uicontrol(

'‘BackgroundColor’
'Position’

'Horiz' , 'right' -
'Userdata’
'Callback’

t1_5 = uicontrol(
'‘BackgroundColor’
'Position’
'String' ,
e_Nd = uicontrol(
'‘BackgroundColor’
'Position’

, 'beampattsub3p("setdmx")' );
'Units' , 'normalized’ , 'Style' ,‘'text’
,p_color, 'ForegroundColor' , 'black’

f_x+6.5/35 f_y0+4/25 3/35 th],

'‘dmy ' , 'Interruptible’ , 'off );
'Units' , 'normalized’ , 'Style' ,’'edit’
, 'white’ ,  'ForegroundColor' , 'black’

J[f_x+8/35 f_y0+4.12/25 ew th],

.,dmy, 'String' ,num2str(dmy, '%2.2f" ), ...

, 'beampattsub3p("setdmy")' );
'‘Units' , 'normalized’ , 'Style' ,‘'text’
,p_color, 'ForegroundColor' , 'black’ , ..
Jf_x+2/35 f_y0+3/25 3/35 th], 'Horiz' , 'left'
'Nd X Md , 'Interruptible’ , 'off );
'Units' , 'normalized’ , 'Style' ,’'edit’
, 'white’ ,  'ForegroundColor' , 'black’

[f_x+5/35 f_y0+3.12/25 ew th],

'Horiz' , 'right' Y

'Userdata’
'Callback’
t5_1 = uicontrol(

'‘BackgroundColor’
'Position’

'Horiz' , 'left' ) e
'String' ,

e_Md = uicontrol(
'‘BackgroundColor’
'Position’

,Nd, 'String' ,int2str(Nd),

, 'beampattsub3p("setNd")' );
'‘Units' , 'normalized’ , 'Style' ,‘'text’
,p_color, 'ForegroundColor' , 'black’

[f_x+6.65/35 f_y0+3/25 2/35 th],

‘X', Interruptible’ , 'off );
'Style' ,'edit’ , ‘'Units' , 'normalized' ,
, 'white’ ,  'ForegroundColor' , 'black’

Jf_x+7/35 f_y0+3.12/25 ew th],

'Horiz' , 'right' -

'Userdata’
'‘Callback’
t_w = uicontrol(
'BackgroundColor’
'Position’
'String' ,
e_dx = uicontrol(
'‘BackgroundColor’

,int2str(Md), 'String' ,int2str(Md),
, 'beampattsub3p("setMd")’ );
'‘Units' , 'normalized’ , 'Style' ,‘'text’

,p_color, 'ForegroundColor’ , 'black’ , ..

J[f_x+2/35 f_y0+2/25 5/35 th], 'Horiz' , 'left'
'dx ! , 'Interruptible’ , 'off );

'‘Units' , 'normalized’ , 'Style' ,‘edit"

, 'white’ ,  'ForegroundColor' , 'black’
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'Position’ J[f_x+4/35 f_y0+2.12/25 ew th],

'Horiz' , 'right' ) e
'Userdata’ ,dx, 'String’ ,num2str(dx,  '%2.2f ), ..
'‘Callback’ , 'beampattsub3p("setdx")' );

t wl = uicontrol( 'Units' , 'normalized’ , 'Style' ,‘'text’

'BackgroundColor’ ,p_color, 'ForegroundColor’ , 'black’
'Position’ J[f _x+6.5/35 f_y0+2/25 3/35 th],

'Horiz' | 'left’ -
'String' , 'dy : , 'Interruptible’ , 'off);
e_dy = uicontrol( 'Units' , 'normalized’ , 'Style' ,’'edit’
'BackgroundColor’ , 'white’ ,  'ForegroundColor' , 'black’
'Position’ J[f_x+8/35 f_y0+2.12/25 ew th],

'Horiz' , 'right' -
'Userdata’ ,dy, 'String’ ,num2str(dy,  '%2.2f ), ..
'Callback’ , 'beampattsub3p("setdy")' );

t_x = uicontrol( 'Units' , 'normalized’ , 'Style' ,‘'text’
'BackgroundColor’ ,p_color, 'ForegroundColor’ , 'black’ , ..

'Position’ J[f_x+2/35 f_y0+1/25 5/35 th], 'Horiz' , 'left'
'String' , 'Rot Angle ' , 'Interruptible’ , 'off);

e_Xx = uicontrol( 'Units' , 'normalized’ , 'Style' ,’'edit’

'BackgroundColor’ , 'white’ ,  'ForegroundColor' , 'black’
'Position’ J[f_x+6/35 f_y0+1.12/25 ew th],

'Horiz' , 'right' -
'‘Userdata’ X, 'String’ ,int2str(x), .
'Callback’ , 'beampattsub3p("setx")’ );

e_ang = uicontrol( 'Units' , 'normalized’ , 'Style' ,’'edit’

'BackgroundColor’ , 'white’ ,  'ForegroundColor , 'black’
'Position’ J[f_x-1.6/25 f_y0+6.1/25 ew-.75/35 th/1.5],
'Horiz' , 'right' -
'Userdata’ ,ang, 'String' ,int2str(x),
'Callback’ , 'beampattsub3p("setang")' );

t_f = uicontrol( 'Units' , 'normalized’ , 'Style' ,‘'text’

'‘BackgroundColor' ,p_color, 'ForegroundColor' , 'black’
'Position’ J[f x+2/35 f_y0+0.1/25 5/35 th],
'Horiz' , 'left' ) e
'String’ , 'Frequency(MHz) :' , 'Interruptible’ , 'off );

e_f = uicontrol( 'Units' , 'normalized’ , 'Style' ,’'edit’

'‘BackgroundColor’ , 'white’ ,  'ForegroundColor' , 'black’
'Position’ J[f_x+6/35 f_y0+0.12/25 ew th],

'Horiz' , 'right' ) e
'Userdata’ | f, 'String' ,int2str(f),
'Callback’ , 'beampattsub3p("setf")' );

BP_DAT = [Nm; Mm; dmx; dmy; Nd; Md; dx; x;
hl;e_Nm;e_Mm;e_dmx;e_dmy;e Nd;e_Md;e_dx; e x; ang; e_ang;h2;f,e f;
h3;h4; e_dy; dy; ]

beampattsub3p( redraw’ );

watchoff(oldFigNumber);
elseif  strcmp(action, 'setNm' )

e_Nm=BP_DAT(10);

s=get(e_Nm, 'string’ );

Nm=eval(s);

Nm=round(Nm);
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if Nm<=0

Nm=1,

end
set(e_Nm, '‘Userdata’ ,Nm);
BP_DAT(1)=Nm;

elseif  strcmp(action, 'setMm' )
e_Mm=BP_DAT(11);
s=get(e_Mm, 'string’ )
Mm=eval(s);

Mm=round(Mm);

if Mm<=0

Mm=1,

end
set(e_Mm, 'Userdata’ ,Mm);
BP_DAT(2)=Mm;

elseif  strcmp(action, 'setdmx’ )
e_dmx=BP_DAT(12);

s=get(e_dmx, 'string’ );
dmx=eval(s);

if dmx<=0.1

dmx=0.1;

end
set(e_dmyx, 'Userdata’ ,dmx, 'String’

BP_DAT(3)=dmx;

elseif  strcmp(action, 'setdmy’ )
e_dmy=BP_DAT(13);
s=get(e_dmy, 'string’ );
dmy=eval(s);

if dmy<=0.1

dmy=0.1;

end

set(e_dmy, 'Userdata’ ,dmy, 'String'
BP_DAT(4)=dmy;
elseif  strcmp(action, 'setNd" )
e _Nd=BP_DAT(14);

s=get(e_Nd, 'string’ );
Nd=eval(s);

Nd=round(Nd);

if Nd<=0

Nd=1;

end

set(e_Nd, 'Userdata’ ,Nd);
BP_DAT(5)=Nd;
elseif  strcmp(action, 'setMd' )
e_Md=BP_DAT(15);

s=get(e_Md, 'string’ );
Md=eval(s);

Md=round(Md);
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if Md<=0

Md=1,;

end

set(e_Md, 'Userdata’ ,Md);
BP_DAT(6)=Md;
elseif  strcmp(action, 'setdx’ )
e_dx = BP_DAT(16);

s=get(e_dx, 'string’ );
dx=eval(s);

if dx<0.1

dx=0.1;

end

set(e_dx, 'Userdata’ ,dx, 'String’ ,num2str(dx,

BP_DAT(7)=dx;

elseif  strcmp(action, 'setdy' )
e _dy = BP_DAT(25);
s=get(e_dy, 'string’ );
dy=eval(s);
if dy<0.1
dy=0.1;
end
set(e_dy, 'Userdata’ ,dy, 'String’ ,num2str(dy,
BP_DAT(26)=dy;

elseif  strcmp(action, 'setx’ )

e x=BP_DAT(@7);

s=get(e_x, 'string’ );

x=eval(s);

set(e_x, '‘Userdata’ ,x, 'String' ,int2str(x));
BP_DAT(8)=x;

elseif  strcmp(action, 'setang’ )
e_ang = BP_DAT(19);
s=get(e_ang, 'string’ );
ang=eval(s);

set(e_ang, 'Userdata’ ,ang, 'String' ,int2str(ang));

BP_DAT(18)=ang;
beampattsub3p( '‘beamdraw' );

elseif  strcmp(action, 'setf )
e_f=BP_DAT(22);
s=get(e_f, 'string’ );
f=eval(s);
f=round(f);
if f<=0
f=1;
end
set(e_f, 'Userdata’ f);
BP_DAT(21)=f;
%p---------- Two dimensional beampattern-----------
elseif  strcmp (action, '‘beamdraw’ )
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Nm=BP_DAT(1)
Mm=BP_DAT(2);
dmx=BP_DAT(3);
dmy=BP_DAT(4);
Nd=BP_DAT(5);
Md=BP_DAT(6);
dx=BP_DAT(7);
dy=BP_DAT(26);
x=BP_DAT(8);
f=BP_DAT(21);
ang=BP_DAT(18);
h1=BP_DAT(9);
h2=BP_DAT(20);
h3=BP_DAT(23);
h4=BP_DAT(24);
Ns=Nm*Mm;
c=1,
Id=3e8/f/1e6;
dx=dx*.5;dy=dy*.5;dmx=dmx*.5; dmy=dmy*.5;
for k= -(ceil(Ns/2)):floor(Ns/2)
a(c)=k*x/180*pi
c=c+1,;
end
a=[-11 -1 1]*x/180*pi
s=1,
theta=-pi/2:pi/180:pi/2;
phil=ones(1,length(theta))*ang/180*pi;
for il=1:length(theta)
for j=1:length(phil)

ux1(il,j)=s*sin(theta(il)).*cos(phil(j) );
uyl1(il,j)=s*sin(theta(il)).*sin(phil(j) );
for el=1:Ns
t=a(el);
uxsl(il,j,el)=s*sin(theta(il)).*cos (phil(j)-t);
uysl(il,j,el)=s*sin(theta(il)).*sin (phil(j)-t);
end
end
end

psix1 = 2*pi*(uxs1)*dx/Id;

psiyl = 2*pi*(uys1)*dy/Id;
%%%%% %% %% %% %% %% %% %% % % %% %% %% %% %% % %% %0 %0 %% % % % %% %
for el=1:Ns % for each subarray

bpn=zeros(length(phil),length(phil));bpln=b pn;
for k=0:Nd-1 % for each horizontal dipole
bpn=bpn+exp(i*psix1(;,:,el)*(k-(Nd-1)/2 );
end
bpn=bpn/Nd;
for k=0:Md-1 % for each vertical dipole
bpln=bpln+exp(i*psiyl(:,:,el)*(k-(Md-1) 12));
end

bpln=bpln/Md;
sbeaml(;,:,el)=bpn.*bpln;

end

clear psixl psiyl uxsl uysl;
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%%%% %% %% % %% %% %% %% % %% %% %% % % %% %% %% %% %% %% %%
%main array
psix1 = 2*pi*(ux1)*dmx/Id;
psiyl = 2*pi*(uy1l)*dmy/Id;
for row=1:Mm
el=(row-1)*Nm+1; % choosing the specific subarray
bpn=zeros(length(phil),length(phil));bpln=b pn;
for k=0:Nm-1
bpn=bpn+sbeaml(:,:,el).*exp(i*psix1*(k- (Nm-1)/2));
el=el+1;
end
bpn=bpn/Nm;
for k=0:1-1
bpln=bpln+exp(i*psiyl*(k-(1-1)/2));
end
bpln=bpln/1;
Isbeam1(:,:,row)=bpn.*bpln;
end
%%%% % %% % % %% %% %% %% %% %% % %% % % %% % % %% % % %% %% %%
for col=1:1
bpn=zeros(length(phil),length(phil));bpln=b pn;
for k=0:1-1
bpn=bpn+exp(i*psix1*(k-(1-1)/2));
end
bpn=bpn/1;
for k=0:Mm-1
bpln=bpln+isbeaml(;,: k+1).*exp(i*psiyl *(k-(Mm-1)/2));
end
bpln=bpln/Mm;
mbeam1(;,:,col)=bpn.*bpln;
end
%%%% %% %% %% %% %% %% %% %% %% %% % % %% % % %% % % %% % % %% %0
mbeaml=abs(mbeaml)/max(max(abs(mbeaml)));
Beaml = 20*log10(mbeaml);
Beaml1(Beam1<-30)=-30;
%%%% %% %% % %% %% %% %% %% %% %% % % %plots
fillc = 0.8*[1 1 1];

axes(h4);
plot(s*theta/pi*180,Beam1(:,1))
xlabel( ‘\theta' );
ylabel( '‘Beampattern (dB)' )
title( 'Beampattern at \phi = degrees' );
axis([-90 90 -30 Q));
grid on
drawnow;
%o---------- Three dimensional beampattern-----------
elseif  strcmp(action, redraw’ ),

Nm=BP_DAT(1);
Mm=BP_DAT(2);
dmx=BP_DAT(3);
dmy=BP_DAT(4);
Nd=BP_DAT(5);
Md=BP_DAT(6);
dx=BP_DAT(7);
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x=BP_DAT(8);

ang=BP_DAT(18);

f=BP_DAT(21);

h1=BP_DAT(9);

h2=BP_DAT(20);

h3=BP_DAT(23);

h4=BP_DAT(24);

dy=BP_DAT(26);

Ns=Nm*Mm

c=1,

Id=3e8/f/1e6;

dx=dx*.5;dy=dy*.5;dmx=dmx*.5; dmy=dmy*.5;
for k= -(ceil(Ns/2)-1):floor(Ns/2)
a(c)=k*x/180*pi;
k

c=c+1,;
end
z=ceil(Ns/2)
a=[-1 1 -1 1]*x/180*pi;
s=1,
theta=-pi/2:pi/180:pi/2;
phi=0:pi/90:2*pi;
for il=1:length(theta)
for j=1:length(phi)
ux(il,j)=s*sin(theta(il)).*cos(phi()));
uy(il,j)=s*sin(theta(i1)).*sin(phi(j));

for el=1:Ns

t=a(el);

uxs(il,j,el)=s*sin(theta(il)).*cos( phi(j)-t);

uys(il,j,el)=s*sin(theta(il)).*sin( phi(j)-t);
end

end
end
dx/Id

psix = 2*pi*(uxs)*dx/Id;
psiy = 2*pi*(uys)*dy/Id;
Ns
%%%% % %% %% %% %% %% %% %% %% % %% % % %% % % %% %0 % %% %0 % %% %0 % %%
for el=1:Ns % for each subarray
bp=zeros(length(phi),length(phi));bpl=bp;bp n=bp;bpln=bp;
for k=0:Nd-1 % for each horizontal dipole
bp=bp+exp(i*psix(;,:,el)*(k-(Nd-1)/2));
end
bp=bp/Nd;
bpn=bpn/Nd;
for k=0:Md-1 % for each vertical dipole
bpl=bpl+exp(i*psiy(;,:,el)*(k-(Md-1)/2) );
end
bpl=bpl/Md;
sbeam(;,:,el)=bp.*bp1;
end
size(sheam)
clear psix psiy uxs uys psixl psiyl uxsl uysl;
%%%% % %% %% %% %% %% %% %% %% % %% % % %% % % %% % % %% %% %%
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%main array
psix = 2*pi*(ux)*dmx/Id;
psiy = 2*pi*(uy)*dmy/Id;
mabeam = sinc(1/pi*Nm*psix/2)./sinc(1/pi*psix/2 ;
mabeam = mabeam.*sinc(1/pi*Mm*psiy/2)./sinc(1/p i*psiy/2);
mabeam = abs(mabeam)/max(max(abs(mabeam)));

for row=1:Mm
el=(row-1)*Nm+1; % choosing the specific subarray
bp=zeros(length(phi),length(phi));bpl=bp;bp n=bp;bpln=bp;
for k=0:Nm-1
bp=bp+sbeam(:,:,el).*exp(i*psix*(k-(Nm- 1)/2));
el=el+1;
end
bp=bp/Nm;
for k=0:1-1
bpl=bpl+exp(i*psiy*(k-(1-1)/2));
end
bpl=bpl/1;
Isbeam(:,:,row)=bp.*bp1;
end
%%%% % %% % % %% %% %% %% %% %% % %% % % %% % %% %% % %% %% %%
for col=1:1
bp=zeros(length(phi),length(phi));bpl=bp;bp n=bp;bpln=bp;
for k=0:1-1
bp=bp+exp(i*psix*(k-(1-1)/2));
end
bp=bp/1;bpn=bpn/1;
for k=0:Mm-1
bpl=bpl+isbeam(:,: k+1).*exp(i*psiy*(k- (Mm-1)/2));
end
bpl=bpl/Mm;
mbeam(;,:,col)=bp.*bp1;
end
%%%% % %% %% %% %% %% %% %% % % % %% % %6 %% % % %% % % %% % % %% %0
mbeam=abs(mbeam)/max(max(abs(mbeam)));
Beam = 20*log10(mbeam);
Beam(Beam<-30)=-30;
subeam=abs(sbeam(;,:,z))/max(max(abs(sheam(:,:, 2)));
suBeam = 20*log10(subeam);
suBeam(suBeam<-30)=-30;
maBeam = 20*log10(mabeam);
maBeam(maBeam<-30)=-30;
%%%% %% %% % %% %% %% %% %% %% %% % % %plots
fillc = 0.8*[1 1 1];

axes(h3)

pl=mesh(ux,uy,Beam);

xlabel( 'ux )

ylabel( uy' )

title( 'Effective Beam' );
zlabel( '‘Beampattern (dB)' )
grid on

colorbar
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axes(h2)

set(gca, '‘CameraPosition’
pl=mesh(ux,uy,suBeam);
xlabel( u_x' )

ylabel( uy' )

title( 'Subarray Beam'
zlabel( 'Beampattern (dB)'
grid on

axes(hl)
pl=mesh(ux,uy,maBeam);
xlabel( 'ux' )

ylabel( uy' )

title( '‘Main Array Beam'
zlabel( '‘Beampattern (dB)'
grid on

drawnow;

beampattsub3p( 'beamdraw' );
elseif  strcmp(action, ‘done’
close(gcf);

clear global BP_DAT
end

,[005])

2. FW-Coplanar wavequide calculation

% Finite ground-coplanar waveguide calculation

% by Sundara Vadivelu
clc

clear all
eps=8.84e-12;

s=input( 'S=" );
w=input( 'W=");
g=2*s; %input('G =");
5=s5*0.0254*1e-3;
w=w*0.0254*1e-3;
g=g*0.0254*1e-3;
a=s/2;

b=s/2+w;

Cc=S/2+w+g;

f=5; %input(‘freq(GHz) =");
[=3e8/f/1e9;
h5=60*.0254*1e-3;

%calculation of CO
k=c/b*sqrt((b"2-a"2)/(c"2-a"2));

kd=a/b*sqrt((c"2-b"2)/(c"2-a"2));

CO0=4*eps*ellipke(kd)/ellipke(k)

%calculation of C1
C1=0;

%calculation of C2
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C2=0;

%calculation of C3
C3=0;

%calculation of C4
C4=0;

%calculation of C5

er5=2.33;
k5=sinh(pi*c/2/h5)/sinh(pi*b/2/h5)*sqrt(((sinh(pi*b
(sinh(pi*a/2/h5))"2)/((sinh(pi*c/2/h5))"2-(sinh(pi*
k5d=sqrt(1-k5"2);
C5=2*eps*(er5-1)*ellipke(k5d)/ellipke(k5)

%calculation of C
C=C0+C1+C2+C3+C4+C5

%calculation of epseff
epseff=C/CO

%calculation of Z0
Z0=30*pi/sqrt(epseff)*ellipke(k)/ellipke(kd)
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APPENDIX D

DATASHEETS

1. 5250BL15B100 5GHz Balun
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2. ZFSCJ-2-4 Two-way hybrid power splitter usedbalsin in 600MHz model
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